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The first edition of the Textbook of Medical Physiology
was written by Arthur C. Guyton almost 55 years ago.
Unlike most major medical textbooks, which often have
20 or more authors, the first eight editions of the Textbook
of Medical Physiology were written entirely by Dr. Guyton,
with each new edition arriving on schedule for nearly 40
years. The Textbook of Medical Physiology, first published
in 1956, quickly became the best-selling medical physi-
ology textbook in the world. Dr. Guyton had a gift for
communicating complex ideas in a clear and interesting
manner that made studying physiology fun. He wrote the
book to help students learn physiology, not to impress his
professional colleagues.

I worked closely with Dr. Guyton for almost 30 years
and had the privilege of writing parts of the 9th and 10th
editions. After Dr. Guyton’s tragic death in an automobile
accident in 2003, I assumed responsibility for completing
the 11th edition.

For the 12th edition of the Textbook of Medical
Physiology, I have the same goal as for previous editions—
to explain, in language easily understood by students, how
the different cells, tissues, and organs of the human body
work together to maintain life.

This task has been challenging and fun because our
rapidly increasing knowledge of physiology continues to
unravel new mysteries of body functions. Advances in
molecular and cellular physiology have made it possi-
ble to explain many physiology principles in the termi-
nology of molecular and physical sciences rather than
in merely a series of separate and unexplained biological
phenomena.

The Textbook of Medical Physiology, however, is not
a reference book that attempts to provide a compen-
dium of the most recent advances in physiology. This is
a book that continues the tradition of being written for
students. It focuses on the basic principles of physiol-
ogy needed to begin a career in the health care profes-
sions, such as medicine, dentistry and nursing, as well
as graduate studies in the biological and health sciences.
It should also be useful to physicians and health care
professionals who wish to review the basic principles
needed for understanding the pathophysiology of
human disease.
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I have attempted to maintain the same unified orga-
nization of the text that has been useful to students in
the past and to ensure that the book is comprehensive
enough that students will continue to use it during their
professional careers.

My hope is that this textbook conveys the majesty of
the human body and its many functions and that it stim-
ulates students to study physiology throughout their
careers. Physiology is the link between the basic sciences
and medicine. The great beauty of physiology is that it
integrates the individual functions of all the body’s differ-
ent cells, tissues, and organs into a functional whole, the
human body. Indeed, the human body is much more than
the sum of'its parts, and life relies upon this total function,
not just on the function of individual body parts in isola-
tion from the others.

This brings us to an important question: How are the
separate organs and systems coordinated to maintain
proper function of the entire body? Fortunately, our bod-
ies are endowed with a vast network of feedback con-
trols that achieve the necessary balances without which
we would be unable to live. Physiologists call this high
level of internal bodily control homeostasis. In disease
states, functional balances are often seriously disturbed
and homeostasis is impaired. When even a single distur-
bance reaches a limit, the whole body can no longer live.
One of the goals of this text, therefore, is to emphasize the
effectiveness and beauty of the body’s homeostasis mech-
anisms as well as to present their abnormal functions in
disease.

Another objective is to be as accurate as possible.
Suggestions and critiques from many students, physi-
ologists, and clinicians throughout the world have been
sought and then used to check factual accuracy as well as
balance in the text. Even so, because of the likelihood of
error in sorting through many thousands of bits of infor-
mation, I wish to issue a further request to all readers to
send along notations of error or inaccuracy. Physiologists
understand the importance of feedback for proper func-
tion of the human body; so, too, is feedback important for
progressive improvement of a textbook of physiology. To
the many persons who have already helped, I express sin-
cere thanks.
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Preface

A brief explanation is needed about several features of
the 12th edition. Although many of the chapters have been
revised to include new principles of physiology, the text
length has been closely monitored to limit the book size
so that it can be used effectively in physiology courses for
medical students and health care professionals. Many of the
figures have also been redrawn and are in full color. New ref-
erences have been chosen primarily for their presentation
of physiologic principles, for the quality of their own refer-
ences, and for their easy accessibility. The selected biblio-
graphy at the end of the chapters lists papers mainly from
recently published scientific journals that can be freely
accessed from the PubMed internet site at http://www.
ncbi.nlm.nih.gov/sites/entrez/. Use of these references, as
well as cross-references from them, can give the student
almost complete coverage of the entire field of physiology.
The effort to be as concise as possible has, unfortunately,
necessitated a more simplified and dogmatic presentation
of many physiologic principles than I normally would have
desired. However, the bibliography can be used to learn
more about the controversies and unanswered questions
that remain in understanding the complex functions of the
human body in health and disease.

Another feature is that the print is set in two sizes. The
material in large print constitutes the fundamental physi-
ologic information that students will require in virtually
all of their medical activities and studies.

The material in small print is of several different kinds:
first, anatomic, chemical, and other information that is

viii

needed for immediate discussion but that most students
will learn in more detail in other courses; second, physi-
ologic information of special importance to certain fields
of clinical medicine; and, third, information that will be of
value to those students who may wish to study particular
physiologic mechanisms more deeply.

I wish to express sincere thanks to many persons who
have helped to prepare this book, including my colleagues
in the Department of Physiology and Biophysics at the
University of Mississippi Medical Center who provided
valuable suggestions. The members of our faculty and a
brief description of the research and educational activi-
ties of the department can be found at the web site: http://
physiology.umc.edu/. I am also grateful to Stephanie
Lucas and Courtney Horton Graham for their excellent
secretarial services, to Michael Schenk and Walter (Kyle)
Cunningham for their expert artwork, and to William
Schmitt, Rebecca Gruliow, Frank Morales, and the entire
Elsevier Saunders team for continued editorial and
production excellence.

Finally, I owe an enormous debt to Arthur Guyton
for the great privilege of contributing to the Textbook of
Medical Physiology, for an exciting career in physiology,
for his friendship, and for the inspiration that he provided
to all who knew him.

John E. Hall
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CHAPTER 1

Functional Organization of the Human Body
and Control of the “Internal Environment”

The goal of physiology is
to explain the physical and
chemical factors that are
responsible for the origin,
development, and progres-
sion of life. Each type of life,
from the simple virus to
the largest tree or the complicated human being, has its
own functional characteristics. Therefore, the vast field of
physiology can be divided into viral physiology, bacterial
physiology, cellular physiology, plant physiology, human
physiology, and many more subdivisions.

Human Physiology. In human physiology, we
attempt to explain the specific characteristics and mech-
anisms of the human body that make it a living being.
The very fact that we remain alive is the result of com-
plex control systems, for hunger makes us seek food and
fear makes us seek refuge. Sensations of cold make us look
for warmth. Other forces cause us to seek fellowship and
to reproduce. Thus, the human being is, in many ways,
like an automaton, and the fact that we are sensing, feel-
ing, and knowledgeable beings is part of this automatic
sequence of life; these special attributes allow us to exist
under widely varying conditions.

Cells as the Living Units of the Body

The basic living unit of the body is the cell. Each organ is
an aggregate of many different cells held together by inter-
cellular supporting structures.

Each type of cell is specially adapted to perform one
or a few particular functions. For instance, the red blood
cells, numbering 25 trillion in each human being, transport
oxygen from the lungs to the tissues. Although the red cells
are the most abundant of any single type of cell in the body,
there are about 75 trillion additional cells of other types
that perform functions different from those of the red cell.
The entire body, then, contains about 100 trillion cells.

Although the many cells of the body often differ mark-
edly from one another, all of them have certain basic char-
acteristics that are alike. For instance, in all cells, oxygen

reacts with carbohydrate, fat, and protein to release the
energy required for cell function. Further, the general
chemical mechanisms for changing nutrients into energy
are basically the same in all cells, and all cells deliver end
products of their chemical reactions into the surround-
ing fluids.

Almost all cells also have the ability to reproduce addi-
tional cells of their own kind. Fortunately, when cells of
a particular type are destroyed, the remaining cells of
this type usually generate new cells until the supply is
replenished.

Extracellular Fluid—The “Internal
Environment”

About 60 percent of the adult human body is fluid, mainly
a water solution of ions and other substances. Although
most of this fluid is inside the cells and is called intracellu-
lar fluid, about one third is in the spaces outside the cells
and is called extracellular fluid. This extracellular fluid is
in constant motion throughout the body. It is transported
rapidly in the circulating blood and then mixed between
the blood and the tissue fluids by diffusion through the
capillary walls.

In the extracellular fluid are the ions and nutrients
needed by the cells to maintain cell life. Thus, all cells live
in essentially the same environment—the extracellular
fluid. For this reason, the extracellular fluid is also called
the internal environment of the body, or the milieu inté-
rieur; a term introduced more than 100 years ago by the
great 19th-century French physiologist Claude Bernard.

Cells are capable of living, growing, and performing
their special functions as long as the proper concentra-
tions of oxygen, glucose, different ions, amino acids, fatty
substances, and other constituents are available in this
internal environment.

Differences Between Extracellular and Intra-
cellular Fluids. The extracellular fluid contains large
amounts of sodium, chloride, and bicarbonate ions plus
nutrients for the cells, such as oxygen, glucose, fatty acids,
and amino acids. It also contains carbon dioxide that is
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being transported from the cells to the lungs to be excreted,
plus other cellular waste products that are being trans-
ported to the kidneys for excretion.

The intracellular fluid differs significantly from the
extracellular fluid; for example, it contains large amounts
of potassium, magnesium, and phosphate ions instead of
the sodium and chloride ions found in the extracellular
fluid. Special mechanisms for transporting ions through
the cell membranes maintain the ion concentration dif-
ferences between the extracellular and intracellular fluids.
These transport processes are discussed in Chapter 4.

L. 1

“Homeostatic” Mechanisms of the Major
Functional Systems

Homeostasis

The term homeostasis is used by physiologists to mean
maintenance of nearly constant conditions in the internal
environment. Essentially all organs and tissues of the body
perform functions that help maintain these relatively con-
stant conditions. For instance, the lungs provide oxygen
to the extracellular fluid to replenish the oxygen used by
the cells, the kidneys maintain constant ion concentra-
tions, and the gastrointestinal system provides nutrients.
A large segment of this text is concerned with the man-
ner in which each organ or tissue contributes to homeo-
stasis. To begin this discussion, the different functional
systems of the body and their contributions to homeosta-
sis are outlined in this chapter; then we briefly outline the
basic theory of the body’s control systems that allow the
functional systems to operate in support of one another.

Extracellular Fluid Transport and Mixing
System—The Blood Circulatory System

Extracellular fluid is transported through all parts of the
body in two stages. The first stage is movement of blood
through the body in the blood vessels, and the second is
movement of fluid between the blood capillaries and the
intercellular spaces between the tissue cells.

Figure 1-1 shows the overall circulation of blood. All
the blood in the circulation traverses the entire circu-
latory circuit an average of once each minute when the
body is at rest and as many as six times each minute when
a person is extremely active.

As blood passes through the blood capillaries, con-
tinual exchange of extracellular fluid also occurs between
the plasma portion of the blood and the interstitial fluid
that fills the intercellular spaces. This process is shown
in Figure 1-2. The walls of the capillaries are permeable
to most molecules in the plasma of the blood, with the
exception of plasma protein molecules, which are too
large to readily pass through the capillaries. Therefore,
large amounts of fluid and its dissolved constituents
diffuse back and forth between the blood and the tissue
spaces, as shown by the arrows. This process of diffu-
sion is caused by kinetic motion of the molecules in both
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Figure 1-1 General organization of the circulatory system.
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Figure 1-2 Diffusion of fluid and dissolved constituents through
the capillary walls and through the interstitial spaces.

the plasma and the interstitial fluid. That is, the fluid and
dissolved molecules are continually moving and bounc-
ing in all directions within the plasma and the fluid in the
intercellular spaces, as well as through the capillary pores.
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Few cells are located more than 50 micrometers from a
capillary, which ensures diffusion of almost any substance
from the capillary to the cell within a few seconds. Thus,
the extracellular fluid everywhere in the body—both that
of the plasma and that of the interstitial fluid—is continu-
ally being mixed, thereby maintaining homogeneity of the
extracellular fluid throughout the body.

Origin of Nutrients in the Extracellular Fluid

Respiratory System. Figure 1-1 shows that each time
the blood passes through the body, it also flows through
the lungs. The blood picks up oxygen in the alveoli, thus
acquiring the oxygen needed by the cells. The membrane
between the alveoli and the lumen of the pulmonary
capillaries, the alveolar membrane, is only 0.4 to 2.0
micrometers thick, and oxygen rapidly diffuses by molec-
ular motion through this membrane into the blood.

Gastrointestinal Tract. A large portion of the blood
pumped by the heart also passes through the walls of the
gastrointestinal tract. Here different dissolved nutrients,
including carbohydrates, fatty acids, and amino acids, are

absorbed from the ingested food into the extracellular
fluid of the blood.

Liver and Other Organs That Perform Primarily
Metabolic Functions. Not all substances absorbed from
the gastrointestinal tract can be used in their absorbed
form by the cells. The liver changes the chemical compo-
sitions of many of these substances to more usable forms,
and other tissues of the body—fat cells, gastrointestinal
mucosa, kidneys, and endocrine glands—help modify the
absorbed substances or store them until they are needed.
The liver also eliminates certain waste products produced
in the body and toxic substances that are ingested.

Musculoskeletal System. How does the musculo-
skeletal system contribute to homeostasis? The answer is
obvious and simple: Were it not for the muscles, the body
could not move to the appropriate place at the appropri-
ate time to obtain the foods required for nutrition. The
musculoskeletal system also provides motility for pro-
tection against adverse surroundings, without which
the entire body, along with its homeostatic mechanisms,
could be destroyed instantaneously.

Removal of Metabolic End Products

Removal of Carbon Dioxide by the Lungs. At the
same time that blood picks up oxygen in the lungs, carbon
dioxide is released from the blood into the lung alveolj; the
respiratory movement of air into and out of the lungs car-
ries the carbon dioxide to the atmosphere. Carbon dioxide is
the most abundant of all the end products of metabolism.

Kidneys. Passage of the blood through the kidneys
removes from the plasma most of the other substances
besides carbon dioxide that are not needed by the cells.

Functional Organization of the Human Body and Control of the “Internal Environment”

These substances include different end products of cel-
lular metabolism, such as urea and uric acid; they also
include excesses of ions and water from the food that
might have accumulated in the extracellular fluid.

The kidneys perform their function by first filtering
large quantities of plasma through the glomeruli into the
tubules and then reabsorbing into the blood those sub-
stances needed by the body, such as glucose, amino acids,
appropriate amounts of water, and many of the ions. Most
of the other substances that are not needed by the body,
especially the metabolic end products such as urea, are
reabsorbed poorly and pass through the renal tubules into
the urine.

Gastrointestinal Tract. Undigested material that
enters the gastrointestinal tract and some waste products
of metabolism are eliminated in the feces.

Liver. Among the functions of the liver is the detoxi-
fication or removal of many drugs and chemicals that are
ingested. The liver secretes many of these wastes into the
bile to be eventually eliminated in the feces.

Regulation of Body Functions

Nervous System. The nervous system is composed
of three major parts: the sensory input portion, the central
nervous system (or integrative portion), and the motor out-
put portion. Sensory receptors detect the state of the body
or the state of the surroundings. For instance, receptors in
the skin apprise one whenever an object touches the skin
at any point. The eyes are sensory organs that give one a
visual image of the surrounding area. The ears are also
sensory organs. The central nervous system is composed
of the brain and spinal cord. The brain can store informa-
tion, generate thoughts, create ambition, and determine
reactions that the body performs in response to the sen-
sations. Appropriate signals are then transmitted through
the motor output portion of the nervous system to carry
out one’s desires.

An important segment of the nervous system is called
the autonomic system. It operates at a subconscious level
and controls many functions of the internal organs, includ-
ing the level of pumping activity by the heart, movements
of the gastrointestinal tract, and secretion by many of the
body’s glands.

Hormone Systems. Located in the body are eight
major endocrine glands that secrete chemical substances
called hormones. Hormones are transported in the extra-
cellular fluid to all parts of the body to help regulate cel-
lular function. For instance, thyroid hormone increases
the rates of most chemical reactions in all cells, thus help-
ing to set the tempo of bodily activity. Insulin controls
glucose metabolism; adrenocortical hormones control
sodium ion, potassium ion, and protein metabolism; and
parathyroid hormone controls bone calcium and phos-
phate. Thus, the hormones provide a system for regula-
tion that complements the nervous system. The nervous
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system regulates many muscular and secretory activi-
ties of the body, whereas the hormonal system regulates
many metabolic functions.

Protection of the Body

Immune System. The immune system consists of the
white blood cells, tissue cells derived from white blood
cells, the thymus, lymph nodes, and lymph vessels that
protect the body from pathogens such as bacteria, viruses,
parasites, and fungi. The immune system provides a mech-
anism for the body to (1) distinguish its own cells from
foreign cells and substances and (2) destroy the invader
by phagocytosis or by producing sensitized lymphocytes or
specialized proteins (e.g., antibodies) that either destroy
or neutralize the invader.

Integumentary System. The skin and its various
appendages, including the hair, nails, glands, and other
structures, cover, cushion, and protect the deeper tissues
and organs of the body and generally provide a bound-
ary between the body’s internal environment and the out-
side world. The integumentary system is also important
for temperature regulation and excretion of wastes and
it provides a sensory interface between the body and the
external environment. The skin generally comprises about
12 to 15 percent of body weight.

Reproduction

Sometimes reproduction is not considered a homeo-
static function. It does, however, help maintain homeo-
stasis by generating new beings to take the place of those
that are dying. This may sound like a permissive usage of
the term homeostasis, but it illustrates that, in the final
analysis, essentially all body structures are organized
such that they help maintain the automaticity and con-
tinuity of life.

Control Systems of the Body

The human body has thousands of control systems. The
most intricate of these are the genetic control systems
that operate in all cells to help control intracellular func-
tion and extracellular functions. This subject is discussed
in Chapter 3.

Many other control systems operate within the organs
to control functions of the individual parts of the organs;
others operate throughout the entire body to control the
interrelations between the organs. For instance, the respi-
ratory system, operating in association with the nervous
system, regulates the concentration of carbon dioxide in
the extracellular fluid. The liver and pancreas regulate
the concentration of glucose in the extracellular fluid,
and the kidneys regulate concentrations of hydrogen,
sodium, potassium, phosphate, and other ions in the
extracellular fluid.

6

Examples of Control Mechanisms

Regulation of Oxygen and Carbon Dioxide
Concentrations in the Extracellular Fluid. Because
oxygen is one of the major substances required for
chemical reactions in the cells, the body has a spe-
cial control mechanism to maintain an almost exact
and constant oxygen concentration in the extracellu-
lar fluid. This mechanism depends principally on the
chemical characteristics of hemoglobin, which is pres-
ent in all red blood cells. Hemoglobin combines with
oxygen as the blood passes through the lungs. Then, as
the blood passes through the tissue capillaries, hemo-
globin, because of its own strong chemical affinity for
oxygen, does not release oxygen into the tissue fluid
if too much oxygen is already there. But if the oxygen
concentration in the tissue fluid is too low, sufficient
oxygen is released to re-establish an adequate concen-
tration. Thus, regulation of oxygen concentration in the
tissues is vested principally in the chemical character-
istics of hemoglobin itself. This regulation is called the
oxygen-buffering function of hemoglobin.

Carbon dioxide concentration in the extracellular fluid
is regulated in a much different way. Carbon dioxide is
a major end product of the oxidative reactions in cells.
If all the carbon dioxide formed in the cells continued to
accumulate in the tissue fluids, all energy-giving reactions
of the cells would cease. Fortunately, a higher than nor-
mal carbon dioxide concentration in the blood excites the
respiratory center, causing a person to breathe rapidly and
deeply. This increases expiration of carbon dioxide and,
therefore, removes excess carbon dioxide from the blood
and tissue fluids. This process continues until the concen-
tration returns to normal.

Regulation of Arterial Blood Pressure. Several sys-
tems contribute to the regulation of arterial blood pres-
sure. One of these, the baroreceptor system, is a simple
and excellent example of a rapidly acting control mecha-
nism. In the walls of the bifurcation region of the carotid
arteries in the neck, and also in the arch of the aorta in
the thorax, are many nerve receptors called barorecep-
tors, which are stimulated by stretch of the arterial wall.
When the arterial pressure rises too high, the barore-
ceptors send barrages of nerve impulses to the medulla
of the brain. Here these impulses inhibit the vasomotor
center, which in turn decreases the number of impulses
transmitted from the vasomotor center through the sym-
pathetic nervous system to the heart and blood vessels.
Lack of these impulses causes diminished pumping activ-
ity by the heart and also dilation of the peripheral blood
vessels, allowing increased blood flow through the ves-
sels. Both of these effects decrease the arterial pressure
back toward normal.

Conversely, a decrease in arterial pressure below nor-
mal relaxes the stretch receptors, allowing the vasomotor
center to become more active than usual, thereby caus-
ing vasoconstriction and increased heart pumping. The
decrease in arterial pressure also raises arterial pressure
back toward normal.
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Normal Ranges and Physical Characteristics
of Important Extracellular Fluid Constituents

Table 1-1 lists some of the important constituents and
physical characteristics of extracellular fluid, along with
their normal values, normal ranges, and maximum limits
without causing death. Note the narrowness of the nor-
mal range for each one. Values outside these ranges are
usually caused by illness.

Most important are the limits beyond which abnormal-
ities can cause death. For example, an increase in the body
temperature of only 11°F (7°C) above normal can lead to a
vicious cycle of increasing cellular metabolism that destroys
the cells. Note also the narrow range for acid-base balance
in the body, with a normal pH value of 7.4 and lethal values
only about 0.5 on either side of normal. Another impor-
tant factor is the potassium ion concentration because
whenever it decreases to less than one-third normal, a
person is likely to be paralyzed as a result of the nerves’
inability to carry signals. Alternatively, if the potassium ion
concentration increases to two or more times normal, the
heart muscle is likely to be severely depressed. Also, when
the calcium ion concentration falls below about one-half
normal, a person is likely to experience tetanic contraction
of muscles throughout the body because of the spontane-
ous generation of excess nerve impulses in the peripheral
nerves. When the glucose concentration falls below one-
half normal, a person frequently develops extreme mental
irritability and sometimes even convulsions.

These examples should give one an appreciation for
the extreme value and even the necessity of the vast num-
bers of control systems that keep the body operating in
health; in the absence of any one of these controls, serious
body malfunction or death can result.

Characteristics of Control Systems

The aforementioned examples of homeostatic control
mechanisms are only a few of the many thousands in the
body, all of which have certain characteristics in common
as explained in this section.

Functional Organization of the Human Body and Control of the “Internal Environment”

Negative Feedback Nature of Most Control Systems

Most control systems of the body act by negative feed-
back, which can best be explained by reviewing some of
the homeostatic control systems mentioned previously.
In the regulation of carbon dioxide concentration, a high
concentration of carbon dioxide in the extracellular fluid
increases pulmonary ventilation. This, in turn, decreases
the extracellular fluid carbon dioxide concentration
because the lungs expire greater amounts of carbon diox-
ide from the body. In other words, the high concentra-
tion of carbon dioxide initiates events that decrease the
concentration toward normal, which is negative to the
initiating stimulus. Conversely, if the carbon dioxide con-
centration falls too low, this causes feedback to increase
the concentration. This response is also negative to the
initiating stimulus.

In the arterial pressure-regulating mechanisms, a
high pressure causes a series of reactions that promote
a lowered pressure, or a low pressure causes a series of
reactions that promote an elevated pressure. In both
instances, these effects are negative with respect to the
initiating stimulus.

Therefore, in general, if some factor becomes exces-
sive or deficient, a control system initiates negative feed-
back, which consists of a series of changes that return
the factor toward a certain mean value, thus maintaining
homeostasis.

“Gain"” of a Control System. The degree of effective-
ness with which a control system maintains constant con-
ditions is determined by the gain of the negative feedback.
For instance, let us assume that a large volume of blood
is transfused into a person whose baroreceptor pressure
control system is not functioning, and the arterial pres-
sure rises from the normal level of 100mm Hg up to
175mm Hg. Then, let us assume that the same volume of
blood is injected into the same person when the barore-
ceptor system is functioning, and this time the pressure
increases only 25 mm Hg. Thus, the feedback control sys-
tem has caused a “correction” of -50 mm Hg—that is, from

Table 1-1 Important Constituents and Physical Characteristics of Extracellular Fluid

Normal Value Normal Range
Oxygen 40 35-45
Carbon dioxide 40 35-45
Sodium ion 142 138-146
Potassium ion 4.2 3.8-5.0
Calcium ion 1.2 1.0-1.4
Chloride ion 108 103-112
Bicarbonate ion 28 24-32
Glucose 85 75-95
Body temperature 98.4 (37.0) 98-98.8 (37.0)
Acid-base 7.4 7.3-7.5

Approximate Short-Term Unit
Nonlethal Limit
10-1000 mm Hg
5-80 mm Hg
115-175 mmol/L
1.5-9.0 mmol/L
0.5-2.0 mmol/L
70-130 mmol/L
8-45 mmol/L
20-1500 mg/dl
65-110 (18.3-43.3) °F (°C)
6.9-8.0 pH
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175mm Hg to 125 mm Hg. There remains an increase in
pressure of +25mm Hg, called the “error, which means
that the control system is not 100 percent effective in pre-
venting change. The gain of the system is then calculated
by the following formula:

_ Correction

Gain
Error

Thus, in the baroreceptor system example, the correc-
tion is =50 mm Hg and the error persisting is +25 mm Hg.
Therefore, the gain of the person’s baroreceptor system
for control of arterial pressure is —50 divided by +25, or
-2. That is, a disturbance that increases or decreases the
arterial pressure does so only one-third as much as would
occur if this control system were not present.

The gains of some other physiologic control systems
are much greater than that of the baroreceptor system.
For instance, the gain of the system controlling internal
body temperature when a person is exposed to moder-
ately cold weather is about —33. Therefore, one can see
that the temperature control system is much more effec-
tive than the baroreceptor pressure control system.

Positive Feedback Can Sometimes Cause
Vicious Cycles and Death

One might ask the question, Why do most control sys-
tems of the body operate by negative feedback rather than
positive feedback? If one considers the nature of positive
feedback, one immediately sees that positive feedback
does not lead to stability but to instability and, in some
cases, can cause death.

Figure 1-3 shows an example in which death can ensue
from positive feedback. This figure depicts the pump-
ing effectiveness of the heart, showing that the heart of
a healthy human being pumps about 5 liters of blood per
minute. If the person is suddenly bled 2 liters, the amount
of blood in the body is decreased to such a low level that
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Figure 1-3 Recovery of heart pumping caused by negative feed-
back after 1 liter of blood is removed from the circulation. Death is
caused by positive feedback when 2 liters of blood are removed.
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not enough blood is available for the heart to pump effec-
tively. As a result, the arterial pressure falls and the flow
of blood to the heart muscle through the coronary vessels
diminishes. This results in weakening of the heart, fur-
ther diminished pumping, a further decrease in coronary
blood flow, and still more weakness of the heart; the cycle
repeats itself again and again until death occurs. Note that
each cycle in the feedback results in further weakening of
the heart. In other words, the initiating stimulus causes
more of the same, which is positive feedback.

Positive feedback is better known as a “vicious cycle,’
but a mild degree of positive feedback can be overcome
by the negative feedback control mechanisms of the body
and the vicious cycle fails to develop. For instance, if the
person in the aforementioned example were bled only
1 liter instead of 2 liters, the normal negative feedback
mechanisms for controlling cardiac output and arterial
pressure would overbalance the positive feedback and the
person would recover, as shown by the dashed curve of
Figure 1-3.

Positive Feedback Can Sometimes Be Useful. In
some instances, the body uses positive feedback to its
advantage. Blood clotting is an example of a valuable use
of positive feedback. When a blood vessel is ruptured and
a clot begins to form, multiple enzymes called clotting
factors are activated within the clot itself. Some of these
enzymes act on other unactivated enzymes of the imme-
diately adjacent blood, thus causing more blood clot-
ting. This process continues until the hole in the vessel is
plugged and bleeding no longer occurs. On occasion, this
mechanism can get out of hand and cause the formation
of unwanted clots. In fact, this is what initiates most acute
heart attacks, which are caused by a clot beginning on the
inside surface of an atherosclerotic plaque in a coronary
artery and then growing until the artery is blocked.

Childbirth is another instance in which positive feed-
back plays a valuable role. When uterine contractions
become strong enough for the baby’s head to begin push-
ing through the cervix, stretch of the cervix sends signals
through the uterine muscle back to the body of the uterus,
causing even more powerful contractions. Thus, the uter-
ine contractions stretch the cervix and the cervical stretch
causes stronger contractions. When this process becomes
powerful enough, the baby is born. If it is not powerful
enough, the contractions usually die out and a few days
pass before they begin again.

Another important use of positive feedback is for the
generation of nerve signals. That is, when the membrane
of a nerve fiber is stimulated, this causes slight leakage
of sodium ions through sodium channels in the nerve
membrane to the fiber’s interior. The sodium ions enter-
ing the fiber then change the membrane potential, which
in turn causes more opening of channels, more change
of potential, still more opening of channels, and so forth.
Thus, a slight leak becomes an explosion of sodium enter-
ing the interior of the nerve fiber, which creates the nerve
action potential. This action potential in turn causes elec-
trical current to flow along both the outside and the inside
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of the fiber and initiates additional action potentials. This
process continues again and again until the nerve signal
goes all the way to the end of the fiber.

In each case in which positive feedback is useful, the
positive feedback itself is part of an overall negative feed-
back process. For example, in the case of blood clotting,
the positive feedback clotting process is a negative feed-
back process for maintenance of normal blood volume.
Also, the positive feedback that causes nerve signals
allows the nerves to participate in thousands of negative
feedback nervous control systems.

More Complex Types of Control Systems—Adaptive
Control

Later in this text, when we study the nervous system, we
shall see that this system contains great numbers of inter-
connected control mechanisms. Some are simple feed-
back systems similar to those already discussed. Many are
not. For instance, some movements of the body occur so
rapidly that there is not enough time for nerve signals to
travel from the peripheral parts of the body all the way
to the brain and then back to the periphery again to con-
trol the movement. Therefore, the brain uses a principle
called feed-forward control to cause required muscle con-
tractions. That is, sensory nerve signals from the moving
parts apprise the brain whether the movement is per-
formed correctly. If not, the brain corrects the feed-for-
ward signals that it sends to the muscles the next time the
movement is required. Then, if still further correction is
necessary, this will be done again for subsequent move-
ments. This is called adaptive control. Adaptive control,
in a sense, is delayed negative feedback.

Thus, one can see how complex the feedback control
systems of the body can be. A person’s life depends on all
of them. Therefore, a major share of this text is devoted to
discussing these life-giving mechanisms.

Summary—Automaticity of the Body

The purpose of this chapter has been to point out, first, the
overall organization of the body and, second, the means
by which the different parts of the body operate in har-
mony. To summarize, the body is actually a social order
of about 100 trillion cells organized into different func-
tional structures, some of which are called organs. Each

Functional Organization of the Human Body and Control of the “Internal Environment”

functional structure contributes its share to the mainte-
nance of homeostatic conditions in the extracellular fluid,
which is called the internal environment. As long as nor-
mal conditions are maintained in this internal environ-
ment, the cells of the body continue to live and function
properly. Each cell benefits from homeostasis, and in turn,
each cell contributes its share toward the maintenance of
homeostasis. This reciprocal interplay provides continu-
ous automaticity of the body until one or more functional
systems lose their ability to contribute their share of func-
tion. When this happens, all the cells of the body suffer.
Extreme dysfunction leads to death; moderate dysfunc-
tion leads to sickness.
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CHAPTER 2

The Cell and Its Functions

Each of the 100 trillion cells

in a human being is a living

structure that can survive

| for months or many years,

A\l provided its surrounding

' fluids contain appropriate

nutrients. To understand

the function of organs and other structures of the body, it

is essential that we first understand the basic organization
of the cell and the functions of its component parts.

b
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Organization of the Cell

A typical cell, as seen by the light microscope, is shown
in Figure 2-1. Its two major parts are the nucleus and the
cytoplasm. The nucleus is separated from the cytoplasm
by a nuclear membrane, and the cytoplasm is separated
from the surrounding fluids by a cell membrane, also
called the plasma membrane.

The different substances that make up the cell are
collectively called protoplasm. Protoplasm is composed
mainly of five basic substances: water, electrolytes, pro-
teins, lipids, and carbohydrates.

Water. The principal fluid medium of the cell is water,
which is present in most cells, except for fat cells, in a con-
centration of 70 to 85 percent. Many cellular chemicals are
dissolved in the water. Others are suspended in the water
as solid particulates. Chemical reactions take place among
the dissolved chemicals or at the surfaces of the suspended
particles or membranes.

lons. Important ions in the cell include potassium, mag-
nesium, phosphate, sulfate, bicarbonate, and smaller quanti-
ties of sodium, chloride, and calcium. These are all discussed
in more detail in Chapter 4, which considers the interrela-
tions between the intracellular and extracellular fluids.

The ions provide inorganic chemicals for cellular reac-
tions. Also, they are necessary for operation of some of
the cellular control mechanisms. For instance, ions act-
ing at the cell membrane are required for transmission of
electrochemical impulses in nerve and muscle fibers.

Proteins. After water, the most abundant substances
in most cells are proteins, which normally constitute 10 to
20 percent of the cell mass. These can be divided into two
types: structural proteins and functional proteins.

Structural proteins are present in the cell mainly in the
form of long filaments that are polymers of many individual
protein molecules. A prominent use of such intracellular fil-
aments is to form microtubules that provide the “cytoskel-
etons” of such cellular organelles as cilia, nerve axons, the
mitotic spindles of mitosing cells, and a tangled mass of thin
filamentous tubules that hold the parts of the cytoplasm and
nucleoplasm together in their respective compartments.
Extracellularly, fibrillar proteins are found especially in the
collagen and elastin fibers of connective tissue and in blood
vessel walls, tendons, ligaments, and so forth.

The functional proteins are an entirely different type
of protein, usually composed of combinations of a few
molecules in tubular-globular form. These proteins
are mainly the enzymes of the cell and, in contrast to
the fibrillar proteins, are often mobile in the cell fluid.
Also, many of them are adherent to membranous struc-
tures inside the cell. The enzymes come into direct con-
tact with other substances in the cell fluid and thereby
catalyze specific intracellular chemical reactions. For
instance, the chemical reactions that split glucose into its
component parts and then combine these with oxygen
to form carbon dioxide and water while simultaneously
providing energy for cellular function are all catalyzed by
a series of protein enzymes.

Cell
membrane
— Cytoplasm
Nucleolus
— Nucleoplasm
Nuclear
membrane Nucleus

Figure 2-1 Structure of the cell as seen with the light
microscope.
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Lipids. Lipids are several types of substances that are
grouped together because of their common property of
being soluble in fat solvents. Especially important lipids
are phospholipids and cholesterol, which together consti-
tute only about 2 percent of the total cell mass. The sig-
nificance of phospholipids and cholesterol is that they are
mainly insoluble in water and, therefore, are used to form
the cell membrane and intracellular membrane barriers
that separate the different cell compartments.

In addition to phospholipids and cholesterol, some cells
contain large quantities of triglycerides, also called neutral
fat. In the fat cells, triglycerides often account for as much
as 95 percent of the cell mass. The fat stored in these cells
represents the body’s main storehouse of energy-giving
nutrients that can later be dissoluted and used to provide
energy wherever in the body it is needed.

Carbohydrates. Carbohydrates have little structural
function in the cell except as parts of glycoprotein mol-
ecules, but they play a major role in nutrition of the cell.
Most human cells do not maintain large stores of carbo-
hydrates; the amount usually averages about 1 percent

Centrioles

Secretory
granule

Microtubules

Nuclear
membrane

of their total mass but increases to as much as 3 percent
in muscle cells and, occasionally, 6 percent in liver cells.
However, carbohydrate in the form of dissolved glucose
is always present in the surrounding extracellular fluid so
that it is readily available to the cell. Also, a small amount
of carbohydrate is stored in the cells in the form of gly-
cogen, which is an insoluble polymer of glucose that can
be depolymerized and used rapidly to supply the cells’
energy needs.

Physical Structure of the Cell

The cell is not merely a bag of fluid, enzymes, and chemi-
cals; it also contains highly organized physical structures,
called intracellular organelles. The physical nature of each
organelle is as important as the cell's chemical constitu-
ents for cell function. For instance, without one of the
organelles, the mitochondria, more than 95 percent of the
cell's energy release from nutrients would cease immedi-
ately. The most important organelles and other structures
of the cell are shown in Figure 2-2.

Chromosomes and DNA

Golgi
apparatus

Cell
membrane

Nucleolus

Glycogen

Ribosomes

Lysosome

Microfilaments

Mitochondrion Granular Smooth
endoplasmic (agranular)
reticulum endoplasmic
reticulum

Figure 2-2 Reconstruction of a typical cell, showing the internal organelles in the cytoplasm and in the nucleus.
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Membranous Structures of the Cell

Most organelles of the cell are covered by membranes
composed primarily of lipids and proteins. These mem-
branes include the cell membrane, nuclear membrane,
membrane of the endoplasmic reticulum, and membranes
of the mitochondria, lysosomes, and Golgi apparatus.

The lipids of the membranes provide a barrier that
impedes the movement of water and water-soluble sub-
stances from one cell compartment to another because water
is not soluble in lipids. However, protein molecules in the
membrane often do penetrate all the way through the mem-
brane, thus providing specialized pathways, often organized
into actual pores, for passage of specific substances through
the membrane. Also, many other membrane proteins are
enzymes that catalyze a multitude of different chemical
reactions, discussed here and in subsequent chapters.

Cell Membrane

The cell membrane (also called the plasma membrane),
which envelops the cell, is a thin, pliable, elastic structure
only 7.5 to 10 nanometers thick. It is composed almost
entirely of proteins and lipids. The approximate compo-
sition is proteins, 55 percent; phospholipids, 25 percent;
cholesterol, 13 percent; other lipids, 4 percent; and carbo-
hydrates, 3 percent.

Extracellular

fluid
Integral protein

‘:‘

Integral protein

3

‘:‘

Chapter 2 The Cell and Its Functions

Lipid Barrier of the Cell Membrane Impedes Water
Penetration. Figure 2-3 shows the structure of the cell
membrane. Its basic structure is a lipid bilayer, which is
a thin, double-layered film of lipids—each layer only one
molecule thick—that is continuous over the entire cell
surface. Interspersed in this lipid film are large globular
protein molecules.

The basic lipid bilayer is composed of phospholipid
molecules. One end of each phospholipid molecule is sol-
uble in water; that is, it is hydrophilic. The other end is
soluble only in fats; that is, it is hydrophobic. The phos-
phate end of the phospholipid is hydrophilic, and the fatty
acid portion is hydrophobic.

Because the hydrophobic portions of the phospholipid
molecules are repelled by water but are mutually attracted
to one another, they have a natural tendency to attach to
one another in the middle of the membrane, as shown in
Figure 2-3. The hydrophilic phosphate portions then con-
stitute the two surfaces of the complete cell membrane, in
contact with intracellular water on the inside of the mem-
brane and extracellular water on the outside surface.

The lipid layer in the middle of the membrane is
impermeable to the usual water-soluble substances, such
as ions, glucose, and urea. Conversely, fat-soluble sub-
stances, such as oxygen, carbon dioxide, and alcohol, can
penetrate this portion of the membrane with ease.

Carbohydrate

Lipid
bilayer
Peripheral
protein
Intracellular
fluid

Cytoplasm

Figure 2-3 Structure of the cell membrane, showing that it is composed mainly of a lipid bilayer of phospholipid molecules, but with large
numbers of protein molecules protruding through the layer. Also, carbohydrate moieties are attached to the protein molecules on the out-
side of the membrane and to additional protein molecules on the inside. (Redrawn from Lodish HF, Rothman JE: The assembly of cell mem-

branes. Sci Am 240:48, 1979. Copyright George V. Kevin.)

13

| LINN




Unit| Introduction to Physiology: The Cell and General Physiology

The cholesterol molecules in the membrane are also
lipid in nature because their steroid nucleus is highly fat
soluble. These molecules, in a sense, are dissolved in the
bilayer of the membrane. They mainly help determine the
degree of permeability (or impermeability) of the bilayer
to water-soluble constituents of body fluids. Cholesterol
controls much of the fluidity of the membrane as well.

Integral and Peripheral Cell Membrane Proteins.
Figure 2-3 also shows globular masses floating in the lipid
bilayer. These are membrane proteins, most of which
are glycoproteins. There are two types of cell membrane
proteins: integral proteins that protrude all the way
through the membrane and peripheral proteins that are
attached only to one surface of the membrane and do not
penetrate all the way through.

Many of the integral proteins provide structural chan-
nels (or pores) through which water molecules and water-
soluble substances, especially ions, can diffuse between
the extracellular and intracellular fluids. These protein
channels also have selective properties that allow prefer-
ential diffusion of some substances over others.

Other integral proteins act as carrier proteins for trans-
porting substances that otherwise could not penetrate the
lipid bilayer. Sometimes these even transport substances
in the direction opposite to their electrochemical gradi-
ents for diffusion, which is called “active transport” Still
others act as enzymes.

Integral membrane proteins can also serve as receptors
for water-soluble chemicals, such as peptide hormones,
that do not easily penetrate the cell membrane. Interaction
of cell membrane receptors with specific ligands that bind
to the receptor causes conformational changes in the
receptor protein. This, in turn, enzymatically activates the
intracellular part of the protein or induces interactions
between the receptor and proteins in the cytoplasm that
act as second messengers, thereby relaying the signal from
the extracellular part of the receptor to the interior of the
cell. In this way, integral proteins spanning the cell mem-
brane provide a means of conveying information about
the environment to the cell interior.

Peripheral protein molecules are often attached to
the integral proteins. These peripheral proteins function
almost entirely as enzymes or as controllers of transport
of substances through the cell membrane “pores”

Membrane Carbohydrates—The Cell “Glycocalyx.”
Membrane carbohydrates occur almost invariably in
combination with proteins or lipids in the form of glyco-
proteins or glycolipids. In fact, most of the integral proteins
are glycoproteins, and about one tenth of the membrane
lipid molecules are glycolipids. The “glyco” portions of
these molecules almost invariably protrude to the out-
side of the cell, dangling outward from the cell surface.
Many other carbohydrate compounds, called proteogly-
cans—which are mainly carbohydrate substances bound
to small protein cores—are loosely attached to the outer
surface of the cell as well. Thus, the entire outside surface
of the cell often has a loose carbohydrate coat called the
glycocalyx.
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The carbohydrate moieties attached to the outer sur-
face of the cell have several important functions: (1) Many
of them have a negative electrical charge, which gives
most cells an overall negative surface charge that repels
other negative objects. (2) The glycocalyx of some cells
attaches to the glycocalyx of other cells, thus attaching
cells to one another. (3) Many of the carbohydrates act as
receptor substances for binding hormones, such as insulin;
when bound, this combination activates attached inter-
nal proteins that, in turn, activate a cascade of intracel-
lular enzymes. (4) Some carbohydrate moieties enter into
immune reactions, as discussed in Chapter 34.

Cytoplasm and Its Organelles

The cytoplasm is filled with both minute and large dis-
persed particles and organelles. The clear fluid portion
of the cytoplasm in which the particles are dispersed is
called cytosol; this contains mainly dissolved proteins,
electrolytes, and glucose.

Dispersed in the cytoplasm are neutral fat globules,
glycogen granules, ribosomes, secretory vesicles, and five
especially important organelles: the endoplasmic reticu-
lum, the Golgi apparatus, mitochondria, lysosomes, and
peroxisomes.

Endoplasmic Reticulum

Figure 2-2 shows a network of tubular and flat vesic-
ular structures in the cytoplasm; this is the endoplas-
mic reticulum. The tubules and vesicles interconnect
with one another. Also, their walls are constructed of
lipid bilayer membranes that contain large amounts of
proteins, similar to the cell membrane. The total sur-
face area of this structure in some cells—the liver cells,
for instance—can be as much as 30 to 40 times the cell
membrane area.

The detailed structure of a small portion of endoplas-
mic reticulum is shown in Figure 2-4. The space inside
the tubules and vesicles is filled with endoplasmic matrix,
a watery medium that is different from the fluid in the
cytosol outside the endoplasmic reticulum. Electron
micrographs show that the space inside the endoplasmic
reticulum is connected with the space between the two
membrane surfaces of the nuclear membrane.

Substances formed in some parts of the cell enter the
space of the endoplasmic reticulum and are then con-
ducted to other parts of the cell. Also, the vast surface
area of this reticulum and the multiple enzyme systems
attached to its membranes provide machinery for a major
share of the metabolic functions of the cell.

Ribosomes and the Granular Endoplasmic Reticulum.
Attached to the outer surfaces of many parts of the endo-
plasmic reticulum are large numbers of minute granular
particles called ribosomes. Where these are present, the
reticulum is called the granular endoplasmic reticulum.
The ribosomes are composed of a mixture of RNA and
proteins, and they function to synthesize new protein
molecules in the cell, as discussed later in this chapter and
in Chapter 3.
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Figure 2-4 Structure of the endoplasmic reticulum. (Modified
from DeRobertis EDP, Saez FA, DeRobertis EMF: Cell Biology, 6th
ed. Philadelphia: WB Saunders, 1975.)

Agranular Endoplasmic Reticulum. Part of the endo-
plasmic reticulum has no attached ribosomes. This part
is called the agranular, or smooth, endoplasmic reticulum.
The agranular reticulum functions for the synthesis of
lipid substances and for other processes of the cells pro-
moted by intrareticular enzymes.

Golgi Apparatus

The Golgi apparatus, shown in Figure 2-5, is closely
related to the endoplasmic reticulum. It has membranes
similar to those of the agranular endoplasmic reticulum. It
is usually composed of four or more stacked layers of thin,
flat, enclosed vesicles lying near one side of the nucleus.
This apparatus is prominent in secretory cells, where it is
located on the side of the cell from which the secretory
substances are extruded.

Golgi vesicles

Golgi
apparatus

ER vesicles

Endoplasmic
reticulum

Figure 2-5 A typical Golgi apparatus and its relationship to the
endoplasmic reticulum (ER) and the nucleus.
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The Golgi apparatus functions in association with the
endoplasmic reticulum. As shown in Figure 2-5, small
“transport vesicles” (also called endoplasmic reticulum
vesicles, or ER vesicles) continually pinch off from the
endoplasmic reticulum and shortly thereafter fuse with
the Golgi apparatus. In this way, substances entrapped
in the ER vesicles are transported from the endoplasmic
reticulum to the Golgi apparatus. The transported sub-
stances are then processed in the Golgi apparatus to form
lysosomes, secretory vesicles, and other cytoplasmic com-
ponents that are discussed later in the chapter.

Lysosomes

Lysosomes, shown in Figure 2-2, are vesicular organ-
elles that form by breaking off from the Golgi appara-
tus and then dispersing throughout the cytoplasm. The
lysosomes provide an intracellular digestive system that
allows the cell to digest (1) damaged cellular structures,
(2) food particles that have been ingested by the cell,
and (3) unwanted matter such as bacteria. The lysosome
is quite different in different cell types, but it is usually
250 to 750 nanometers in diameter. It is surrounded by
a typical lipid bilayer membrane and is filled with large
numbers of small granules 5 to 8 nanometers in diame-
ter, which are protein aggregates of as many as 40 differ-
ent hydrolase (digestive) enzymes. A hydrolytic enzyme
is capable of splitting an organic compound into two or
more parts by combining hydrogen from a water mol-
ecule with one part of the compound and combining the
hydroxyl portion of the water molecule with the other
part of the compound. For instance, protein is hydro-
lyzed to form amino acids, glycogen is hydrolyzed to
form glucose, and lipids are hydrolyzed to form fatty
acids and glycerol.

Ordinarily, the membrane surrounding the lysosome
prevents the enclosed hydrolytic enzymes from coming
in contact with other substances in the cell and, therefore,
prevents their digestive actions. However, some conditions
of the cell break the membranes of some of the lysosomes,
allowing release of the digestive enzymes. These enzymes
then split the organic substances with which they come
in contact into small, highly diffusible substances such as
amino acids and glucose. Some of the specific functions of
lysosomes are discussed later in the chapter.

Peroxisomes

Peroxisomes are similar physically to lysosomes, but they
are different in two important ways. First, they are believed
to be formed by self-replication (or perhaps by budding
off from the smooth endoplasmic reticulum) rather than
from the Golgi apparatus. Second, they contain oxidases
rather than hydrolases. Several of the oxidases are capable
of combining oxygen with hydrogen ions derived from dif-
ferent intracellular chemicals to form hydrogen peroxide
(H,0,). Hydrogen peroxide is a highly oxidizing substance
and is used in association with catalase, another oxidase
enzyme present in large quantities in peroxisomes, to oxi-
dize many substances that might otherwise be poisonous
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to the cell. For instance, about half the alcohol a person
drinks is detoxified by the peroxisomes of the liver cells
in this manner.

Secretory Vesicles

One of the important functions of many cells is secretion
of special chemical substances. Almost all such secretory
substances are formed by the endoplasmic reticulum-—
Golgi apparatus system and are then released from the
Golgi apparatus into the cytoplasm in the form of stor-
age vesicles called secretory vesicles or secretory granules.
Figure 2-6 shows typical secretory vesicles inside pancre-
atic acinar cells; these vesicles store protein proenzymes
(enzymes that are not yet activated). The proenzymes are
secreted later through the outer cell membrane into the
pancreatic duct and thence into the duodenum, where
they become activated and perform digestive functions
on the food in the intestinal tract.

Mitochondria

The mitochondria, shown in Figures 2-2 and 2-7, are
called the “powerhouses” of the cell. Without them,
cells would be unable to extract enough energy from the
nutrients, and essentially all cellular functions would
cease.
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Figure 2-6 Secretory granules (secretory vesicles) in acinar cells
of the pancreas.
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Figure 2-7 Structure of a mitochondrion. (Modified from
DeRobertis EDP, Saez FA, DeRobertis EMF: Cell Biology, 6th ed.
Philadelphia: WB Saunders, 1975.)
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Mitochondria are present in all areas of each cell’s
cytoplasm, but the total number per cell varies from less
than a hundred up to several thousand, depending on the
amount of energy required by the cell. Further, the mito-
chondria are concentrated in those portions of the cell that
are responsible for the major share of its energy metabo-
lism. They are also variable in size and shape. Some are
only a few hundred nanometers in diameter and globu-
lar in shape, whereas others are elongated—as large as 1
micrometer in diameter and 7 micrometers long; still oth-
ers are branching and filamentous.

The basic structure of the mitochondrion, shown
in Figure 2-7, is composed mainly of two lipid bilayer—
protein membranes: an outer membrane and an inner
membrane. Many infoldings of the inner membrane form
shelves onto which oxidative enzymes are attached. In
addition, the inner cavity of the mitochondrion is filled
with a matrix that contains large quantities of dissolved
enzymes that are necessary for extracting energy from
nutrients. These enzymes operate in association with the
oxidative enzymes on the shelves to cause oxidation of the
nutrients, thereby forming carbon dioxide and water and
at the same time releasing energy. The liberated energy is
used to synthesize a “high-energy” substance called ade-
nosine triphosphate (ATP). ATP is then transported out of
the mitochondrion, and it diffuses throughout the cell to
release its own energy wherever it is needed for perform-
ing cellular functions. The chemical details of ATP forma-
tion by the mitochondrion are given in Chapter 67, but
some of the basic functions of ATP in the cell are intro-
duced later in this chapter.

Mitochondria are self-replicative, which means that
one mitochondrion can form a second one, a third one,
and so on, whenever there is a need in the cell for increased
amounts of ATP. Indeed, the mitochondria contain DNA
similar to that found in the cell nucleus. In Chapter 3 we
will see that DNA is the basic chemical of the nucleus that
controls replication of the cell. The DNA of the mito-
chondrion plays a similar role, controlling replication of
the mitochondrion.

Cell Cytoskeleton—Filament and Tubular Structures

The fibrillar proteins of the cell are usually organized into
filaments or tubules. These originate as precursor protein
molecules synthesized by ribosomes in the cytoplasm.
The precursor molecules then polymerize to form fila-
ments. As an example, large numbers of actin filaments
frequently occur in the outer zone of the cytoplasm,
called the ectoplasm, to form an elastic support for the
cell membrane. Also, in muscle cells, actin and myosin fil-
aments are organized into a special contractile machine
that is the basis for muscle contraction, as discussed in
detail in Chapter 6.

A special type of stiff filament composed of poly-
merized tubulin molecules is used in all cells to construct
strong tubular structures, the microtubules. Figure 2-8
shows typical microtubules that were teased from the fla-
gellum of a sperm.



Figure 2-8 Microtubules teased from the flagellum of a sperm.
(From Wolstenholme GEW, O’Connor M, and the publisher,
JA Churchill, 1967. Figure 4, page 314. Copyright the Novartis
Foundation, formerly the Ciba Foundation.)

Another example of microtubules is the tubular skeletal
structure in the center of each cilium that radiates upward
from the cell cytoplasm to the tip of the cilium. This struc-
ture is discussed later in the chapter and is illustrated in
Figure 2-17. Also, both the centrioles and the mitotic spin-
dle of the mitosing cell are composed of stiff microtubules.

Thus, a primary function of microtubules is to act as
a cytoskeleton, providing rigid physical structures for cer-
tain parts of cells.

Nucleus

The nucleus is the control center of the cell. Briefly, the
nucleus contains large quantities of DNA, which are the
genes. The genes determine the characteristics of the
cell’s proteins, including the structural proteins, as well
as the intracellular enzymes that control cytoplasmic and
nuclear activities.

The genes also control and promote reproduction of the
cell itself. The genes first reproduce to give two identical
sets of genes; then the cell splits by a special process called
mitosis to form two daughter cells, each of which receives
one of the two sets of DNA genes. All these activities of the
nucleus are considered in detail in the next chapter.

Unfortunately, the appearance of the nucleus under the
microscope does not provide many clues to the mecha-
nisms by which the nucleus performs its control activities.
Figure 2-9 shows the light microscopic appearance of the
interphase nucleus (during the period between mitoses),
revealing darkly staining chromatin material throughout
the nucleoplasm. During mitosis, the chromatin material
organizes in the form of highly structured chromosomes,
which can then be easily identified using the light micro-
scope, as illustrated in the next chapter.

Nuclear Membrane

The nuclear membrane, also called the nuclear envelope,
is actually two separate bilayer membranes, one inside
the other. The outer membrane is continuous with the
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Figure 2-9 Structure of the nucleus.

endoplasmic reticulum of the cell cytoplasm, and the
space between the two nuclear membranes is also con-
tinuous with the space inside the endoplasmic reticulum,
as shown in Figure 2-9.

The nuclear membrane is penetrated by several thou-
sand nuclear pores. Large complexes of protein molecules
are attached at the edges of the pores so that the central
area of each pore is only about 9 nanometers in diameter.
Even this size is large enough to allow molecules up to
44,000 molecular weight to pass through with reasonable
ease.

Nucleoli and Formation of Ribosomes

The nuclei of most cells contain one or more highly stain-
ing structures called nucleoli. The nucleolus, unlike most
other organelles discussed here, does not have a limit-
ing membrane. Instead, it is simply an accumulation of
large amounts of RNA and proteins of the types found in
ribosomes. The nucleolus becomes considerably enlarged
when the cell is actively synthesizing proteins.

Formation of the nucleoli (and of the ribosomes in
the cytoplasm outside the nucleus) begins in the nucleus.
First, specific DNA genes in the chromosomes cause RNA
to be synthesized. Some of this is stored in the nucleoli,
but most of it is transported outward through the nuclear
pores into cytoplasm. Here, it is used in conjunction with
specific proteins to assemble “mature” ribosomes that
play an essential role in forming cytoplasmic proteins, as
discussed more fully in Chapter 3.

Comparison of the Animal Cell
with Precellular Forms of Life

The cell is a complicated organism that required many
hundreds of millions of years to develop after the earliest
form of life, an organism similar to the present-day virus,
first appeared on earth. Figure 2-10 shows the relative
sizes of (1) the smallest known virus, (2) a large virus, (3)
a rickettsia, (4) a bacterium, and (5) a nucleated cell, dem-
onstrating that the cell has a diameter about 1000 times
that of the smallest virus and, therefore, a volume about
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15 nm- Small virus

G 150 nm- Large virus
G 350 nm- Rickettsia

1 mm Bacterium

5-10 mm+

Figure 2-10 Comparison of sizes of precellular organisms with
that of the average cell in the human body.

1 billion times that of the smallest virus. Correspondingly,
the functions and anatomical organization of the cell are
also far more complex than those of the virus.

The essential life-giving constituent of the small virus is
a nucleic acid embedded in a coat of protein. This nucleic
acid is composed of the same basic nucleic acid constituents
(DNA or RNA) found in mammalian cells, and it is capable
of reproducing itself under appropriate conditions. Thus,
the virus propagates its lineage from generation to genera-
tion and is therefore a living structure in the same way that
the cell and the human being are living structures.

Aslife evolved, other chemicals besides nucleic acid and
simple proteins became integral parts of the organism, and
specialized functions began to develop in different parts
of the virus. A membrane formed around the virus, and
inside the membrane, a fluid matrix appeared. Specialized
chemicals then developed inside the fluid to perform spe-
cial functions; many protein enzymes appeared that were
capable of catalyzing chemical reactions and, therefore,
determining the organism’s activities.

In still later stages of life, particularly in the rickett-
sial and bacterial stages, organelles developed inside the
organism, representing physical structures of chemi-
cal aggregates that perform functions in a more efficient
manner than can be achieved by dispersed chemicals
throughout the fluid matrix.

Finally, in the nucleated cell, still more complex organ-
elles developed, the most important of which is the
nucleus itself. The nucleus distinguishes this type of cell
from all lower forms of life; the nucleus provides a control
center for all cellular activities, and it provides for exact
reproduction of new cells generation after generation,
each new cell having almost exactly the same structure as
its progenitor.

Functional Systems of the Cell

In the remainder of this chapter, we discuss several repre-
sentative functional systems of the cell that make it a liv-
ing organism.
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Ingestion by the Cell—Endocytosis

If a cell is to live and grow and reproduce, it must obtain
nutrients and other substances from the surrounding flu-
ids. Most substances pass through the cell membrane by
diffusion and active transport.

Diffusion involves simple movement through the
membrane caused by the random motion of the mole-
cules of the substance; substances move either through
cell membrane pores or, in the case of lipid-soluble sub-
stances, through the lipid matrix of the membrane.

Active transport involves the actual carrying of a sub-
stance through the membrane by a physical protein struc-
ture that penetrates all the way through the membrane.
These active transport mechanisms are so important to cell
function that they are presented in detail in Chapter 4.

Very large particles enter the cell by a specialized func-
tion of the cell membrane called endocytosis. The princi-
pal forms of endocytosis are pinocytosis and phagocytosis.
Pinocytosis means ingestion of minute particles that form
vesicles of extracellular fluid and particulate constituents
inside the cell cytoplasm. Phagocytosis means ingestion
of large particles, such as bacteria, whole cells, or portions
of degenerating tissue.

Pinocytosis. Pinocytosis occurs continually in the cell
membranes of most cells, but it is especially rapid in some
cells. For instance, it occurs so rapidly in macrophages
that about 3 percent of the total macrophage membrane
is engulfed in the form of vesicles each minute. Even so,
the pinocytotic vesicles are so small—usually only 100 to
200 nanometers in diameter—that most of them can be
seen only with the electron microscope.

Pinocytosis is the only means by which most large mac-
romolecules, such as most protein molecules, can enter
cells. In fact, the rate at which pinocytotic vesicles form
is usually enhanced when such macromolecules attach to
the cell membrane.

Figure 2-11 demonstrates the successive steps of
pinocytosis, showing three molecules of protein attach-
ing to the membrane. These molecules usually attach to
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Figure 2-11 Mechanism of pinocytosis.



specialized protein receptors on the surface of the mem-
brane that are specific for the type of protein that is to
be absorbed. The receptors generally are concentrated
in small pits on the outer surface of the cell membrane,
called coated pits. On the inside of the cell membrane
beneath these pits is a latticework of fibrillar protein
called clathrin, as well as other proteins, perhaps includ-
ing contractile filaments of actin and myosin. Once the
protein molecules have bound with the receptors, the
surface properties of the local membrane change in such
a way that the entire pit invaginates inward and the fibril-
lar proteins surrounding the invaginating pit cause its
borders to close over the attached proteins, as well as
over a small amount of extracellular fluid. Immediately
thereafter, the invaginated portion of the membrane
breaks away from the surface of the cell, forming a pino-
cytotic vesicle inside the cytoplasm of the cell.

What causes the cell membrane to go through the
necessary contortions to form pinocytotic vesicles is still
unclear. This process requires energy from within the cell;
this is supplied by ATDP, a high-energy substance discussed
later in the chapter. Also, it requires the presence of cal-
cium ions in the extracellular fluid, which probably react
with contractile protein filaments beneath the coated pits
to provide the force for pinching the vesicles away from
the cell membrane.

Phagocytosis. Phagocytosis occurs in much the same
way as pinocytosis, except that it involves large particles
rather than molecules. Only certain cells have the capabil-
ity of phagocytosis, most notably the tissue macrophages
and some of the white blood cells.

Phagocytosis is initiated when a particle such as a bac-
terium, a dead cell, or tissue debris binds with receptors
on the surface of the phagocyte. In the case of bacteria,
each bacterium is usually already attached to a specific
antibody, and it is the antibody that attaches to the phago-
cyte receptors, dragging the bacterium along with it. This
intermediation of antibodies is called opsonization, which
is discussed in Chapters 33 and 34.

Phagocytosis occurs in the following steps:

1. The cell membrane receptors attach to the surface
ligands of the particle.

2. The edges of the membrane around the points of
attachment evaginate outward within a fraction of a
second to surround the entire particle; then, progres-
sively more and more membrane receptors attach to
the particle ligands. All this occurs suddenly in a zip-
per-like manner to form a closed phagocytic vesicle.

3. Actin and other contractile fibrils in the cytoplasm
surround the phagocytic vesicle and contract around
its outer edge, pushing the vesicle to the interior.

4. The contractile proteins then pinch the stem of the
vesicle so completely that the vesicle separates from
the cell membrane, leaving the vesicle in the cell inte-
rior in the same way that pinocytotic vesicles are
formed.

Chapter 2 The Cell and Its Functions

Digestion of Pinocytotic and Phagocytic Foreign
Substances Inside the Cell—Function of the
Lysosomes

Almost immediately after a pinocytotic or phago-
cytic vesicle appears inside a cell, one or more lyso-
somes become attached to the vesicle and empty their
acid hydrolases to the inside of the vesicle, as shown in
Figure 2-12. Thus, a digestive vesicle is formed inside
the cell cytoplasm in which the vesicular hydrolases
begin hydrolyzing the proteins, carbohydrates, lipids,
and other substances in the vesicle. The products of
digestion are small molecules of amino acids, glucose,
phosphates, and so forth that can diffuse through the
membrane of the vesicle into the cytoplasm. What is
left of the digestive vesicle, called the residual body, rep-
resents indigestible substances. In most instances, this
is finally excreted through the cell membrane by a pro-
cess called exocytosis, which is essentially the opposite
of endocytosis.

Thus, the pinocytotic and phagocytic vesicles contain-
ing lysosomes can be called the digestive organs of the
cells.

Regression of Tissues and Autolysis of Cells. Tissues
of the body often regress to a smaller size. For instance,
this occurs in the uterus after pregnancy, in muscles dur-
ing long periods of inactivity, and in mammary glands at
the end of lactation. Lysosomes are responsible for much
of this regression. The mechanism by which lack of activ-
ity in a tissue causes the lysosomes to increase their activ-
ity is unknown.

Another special role of the lysosomes is removal of
damaged cells or damaged portions of cells from tis-
sues. Damage to the cell—caused by heat, cold, trauma,
chemicals, or any other factor—induces lysosomes to
rupture. The released hydrolases immediately begin to
digest the surrounding organic substances. If the damage
is slight, only a portion of the cell is removed and the cell
is then repaired. If the damage is severe, the entire cell is
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Figure 2-12 Digestion of substances in pinocytotic or phagocytic
vesicles by enzymes derived from lysosomes.
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digested, a process called autolysis. In this way, the cell is
completely removed and a new cell of the same type ordi-
narily is formed by mitotic reproduction of an adjacent
cell to take the place of the old one.

The lysosomes also contain bactericidal agents that
can kill phagocytized bacteria before they can cause cellu-
lar damage. These agents include (1) lysozyme, which dis-
solves the bacterial cell membrane; (2) lysoferrin, which
binds iron and other substances before they can promote
bacterial growth; and (3) acid at a pH of about 5.0, which
activates the hydrolases and inactivates bacterial meta-
bolic systems.

Synthesis and Formation of Cellular Structures by
Endoplasmic Reticulum and Golgi Apparatus

Specific Functions of the Endoplasmic Reticulum

The extensiveness of the endoplasmic reticulum and
the Golgi apparatus in secretory cells has already been
emphasized. These structures are formed primarily of
lipid bilayer membranes similar to the cell membrane,
and their walls are loaded with protein enzymes that
catalyze the synthesis of many substances required by
the cell.

Most synthesis begins in the endoplasmic reticu-
lum. The products formed there are then passed on to
the Golgi apparatus, where they are further processed
before being released into the cytoplasm. But first, let
us note the specific products that are synthesized in
specific portions of the endoplasmic reticulum and the
Golgi apparatus.

Proteins Are Formed by the Granular Endoplasmic
Reticulum. The granular portion of the endoplasmic
reticulum is characterized by large numbers of ribo-
somes attached to the outer surfaces of the endoplas-
mic reticulum membrane. As discussed in Chapter 3,
protein molecules are synthesized within the struc-
tures of the ribosomes. The ribosomes extrude some
of the synthesized protein molecules directly into
the cytosol, but they also extrude many more through the
wall of the endoplasmic reticulum to the interior of
the endoplasmic vesicles and tubules, into the endo-
plasmic matrix.

Synthesis of Lipids by the Smooth Endoplasmic
Reticulum. The endoplasmic reticulum also synthesizes
lipids, especially phospholipids and cholesterol. These are
rapidly incorporated into the lipid bilayer of the endoplas-
mic reticulum itself, thus causing the endoplasmic reticu-
lum to grow more extensive. This occurs mainly in the
smooth portion of the endoplasmic reticulum.

To keep the endoplasmic reticulum from growing
beyond the needs of the cell, small vesicles called ER ves-
icles or transport vesicles continually break away from the
smooth reticulum; most of these vesicles then migrate
rapidly to the Golgi apparatus.

Other Functions of the Endoplasmic Reticulum.
Other significant functions of the endoplasmic reticulum,
especially the smooth reticulum, include the following:
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1. It provides the enzymes that control glycogen break-
down when glycogen is to be used for energy.

2. It provides a vast number of enzymes that are capable
of detoxifying substances, such as drugs, that might
damage the cell. It achieves detoxification by coagula-
tion, oxidation, hydrolysis, conjugation with glycuronic
acid, and in other ways.

Specific Functions of the Golgi Apparatus

SyntheticFunctions of the GolgiApparatus. Although
the major function of the Golgi apparatus is to provide
additional processing of substances already formed in the
endoplasmic reticulum, it also has the capability of syn-
thesizing certain carbohydrates that cannot be formed
in the endoplasmic reticulum. This is especially true for
the formation of large saccharide polymers bound with
small amounts of protein; important examples include
hyaluronic acid and chondroitin sulfate.

A few of the many functions of hyaluronic acid and
chondroitin sulfate in the body are as follows: (1) they
are the major components of proteoglycans secreted in
mucus and other glandular secretions; (2) they are the
major components of the ground substance outside the
cells in the interstitial spaces, acting as fillers between col-
lagen fibers and cells; (3) they are principal components
of the organic matrix in both cartilage and bone; and (4)
they are important in many cell activities including migra-
tion and proliferation.

Processing of Endoplasmic Secretions by the Golgi
Apparatus—Formation of Vesicles. Figure 2-13 sum-
marizes the major functions of the endoplasmic reticu-
lum and Golgi apparatus. As substances are formed in
the endoplasmic reticulum, especially the proteins, they
are transported through the tubules toward portions of
the smooth endoplasmic reticulum that lie nearest the
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Figure 2-13 Formation of proteins, lipids, and cellular vesicles by
the endoplasmic reticulum and Golgi apparatus.



Golgi apparatus. At this point, small transport vesicles
composed of small envelopes of smooth endoplasmic
reticulum continually break away and diffuse to the deep-
est layer of the Golgi apparatus. Inside these vesicles are
the synthesized proteins and other products from the
endoplasmic reticulum.

The transport vesicles instantly fuse with the Golgi
apparatus and empty their contained substances into the
vesicular spaces of the Golgi apparatus. Here, additional
carbohydrate moieties are added to the secretions. Also,
an important function of the Golgi apparatus is to com-
pact the endoplasmic reticular secretions into highly
concentrated packets. As the secretions pass toward
the outermost layers of the Golgi apparatus, the com-
paction and processing proceed. Finally, both small and
large vesicles continually break away from the Golgi
apparatus, carrying with them the compacted secretory
substances, and in turn, the vesicles diffuse throughout
the cell.

To give an idea of the timing of these processes: When
a glandular cell is bathed in radioactive amino acids, newly
formed radioactive protein molecules can be detected in
the granular endoplasmic reticulum within 3 to 5 minutes.
Within 20 minutes, newly formed proteins are already pres-
ent in the Golgi apparatus, and within 1 to 2 hours, radioac-
tive proteins are secreted from the surface of the cell.

Types of Vesicles Formed by the Golgi Apparatus—
Secretory Vesicles and Lysosomes. In a highly secretory
cell, the vesicles formed by the Golgi apparatus are mainly
secretory vesicles containing protein substances that are
to be secreted through the surface of the cell membrane.
These secretory vesicles first diffuse to the cell membrane,
then fuse with it and empty their substances to the exterior
by the mechanism called exocytosis. Exocytosis, in most
cases, is stimulated by the entry of calcium ions into the
cell; calcium ions interact with the vesicular membrane in
some way that is not understood and cause its fusion with
the cell membrane, followed by exocytosis—that is, open-
ing of the membrane’s outer surface and extrusion of its
contents outside the cell.

Some vesicles, however, are destined for intracellular
use.

Use of Intracellular Vesicles to Replenish Cellular
Membranes. Some of the intracellular vesicles formed
by the Golgi apparatus fuse with the cell membrane or
with the membranes of intracellular structures such as the
mitochondria and even the endoplasmic reticulum. This
increases the expanse of these membranes and thereby
replenishes the membranes as they are used up. For
instance, the cell membrane loses much of its substance
every time it forms a phagocytic or pinocytotic vesicle,
and the vesicular membranes of the Golgi apparatus con-
tinually replenish the cell membrane.

In summary, the membranous system of the endoplas-
mic reticulum and Golgi apparatus represents a highly
metabolic organ capable of forming new intracellular
structures, as well as secretory substances to be extruded
from the cell.

Chapter 2 The Cell and Its Functions

Extraction of Energy from Nutrients—Function
of the Mitochondria

The principal substances from which cells extract energy
are foodstuffs that react chemically with oxygen—carbohy-
drates, fats, and proteins. In the human body, essentially all
carbohydrates are converted into glucose by the digestive
tract and liver before they reach the other cells of the body.
Similarly, proteins are converted into amino acids and fats
into fatty acids. Figure 2-14 shows oxygen and the food-
stuffs—glucose, fatty acids, and amino acids—all entering
the cell. Inside the cell, the foodstuffs react chemically with
oxygen, under the influence of enzymes that control the
reactions and channel the energy released in the proper
direction. The details of all these digestive and metabolic
functions are given in Chapters 62 through 72.

Briefly, almost all these oxidative reactions occur
inside the mitochondria and the energy that is released is
used to form the high-energy compound ATP. Then, ATP,
not the original foodstuffs, is used throughout the cell to
energize almost all the subsequent intracellular metabolic
reactions.

Functional Characteristics of ATP
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ATP is a nucleotide composed of (1) the nitrogenous base
adenine, (2) the pentose sugar ribose, and (3) three phos-
phate radicals. The last two phosphate radicals are con-
nected with the remainder of the molecule by so-called
high-energy phosphate bonds, which are represented in
the formula shown by the symbol ~. Under the physical
and chemical conditions of the body, each of these high-
energy bonds contains about 12,000 calories of energy per
mole of ATP, which is many times greater than the energy
stored in the average chemical bond, thus giving rise to
the term high-energy bond. Further, the high-energy phos-
phate bond is very labile so that it can be split instantly on
demand whenever energy is required to promote other
intracellular reactions.

When ATP releases its energy, a phosphoric acid rad-
ical is split away and adenosine diphosphate (ADP) is
formed. This released energy is used to energize virtu-
ally many of the cell’s other functions, such as synthesis of
substances and muscular contraction.
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Figure 2-14 Formation of adenosine triphosphate (ATP) in the
cell, showing that most of the ATP is formed in the mitochondria.
ADP, adenosine diphosphate.

To reconstitute the cellular ATP as it is used up, energy
derived from the cellular nutrients causes ADP and phos-
phoric acid to recombine to form new ATP, and the
entire process repeats over and over again. For these rea-
sons, ATP has been called the energy currency of the cell
because it can be spent and remade continually, having a
turnover time of only a few minutes.

Chemical Processes in the Formation of ATP—Role
of the Mitochondria. On entry into the cells, glucose is
subjected to enzymes in the cytoplasm that convert it into
pyruvic acid (a process called glycolysis). A small amount
of ADP is changed into ATP by the energy released during
this conversion, but this amount accounts for less than 5
percent of the overall energy metabolism of the cell.

About 95 percent of the cell's ATP formation occurs
in the mitochondria. The pyruvic acid derived from car-
bohydrates, fatty acids from lipids, and amino acids from
proteins is eventually converted into the compound
acetyl-CoA in the matrix of the mitochondrion. This
substance, in turn, is further dissoluted (for the purpose
of extracting its energy) by another series of enzymes in
the mitochondrion matrix, undergoing dissolution in a
sequence of chemical reactions called the citric acid cycle,
or Krebs cycle. These chemical reactions are so important
that they are explained in detail in Chapter 67.

In this citric acid cycle, acetyl-CoA is split into its
component parts, hydrogen atoms and carbon dioxide.
The carbon dioxide diffuses out of the mitochondria and
eventually out of the cell; finally, it is excreted from the
body through the lungs.

The hydrogen atoms, conversely, are highly reac-
tive, and they combine instantly with oxygen that has
also diffused into the mitochondria. This releases a tre-
mendous amount of energy, which is used by the mito-
chondria to convert large amounts of ADP to ATP. The
processes of these reactions are complex, requiring the
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participation of many protein enzymes that are integral
parts of mitochondrial membranous shelves that pro-
trude into the mitochondrial matrix. The initial event
is removal of an electron from the hydrogen atom, thus
converting it to a hydrogen ion. The terminal event
is combination of hydrogen ions with oxygen to form
water plus the release of tremendous amounts of energy
to large globular proteins, called ATP synthetase, that
protrude like knobs from the membranes of the mito-
chondrial shelves. Finally, the enzyme ATP synthetase
uses the energy from the hydrogen ions to cause the
conversion of ADP to ATP. The newly formed ATP is
transported out of the mitochondria into all parts of
the cell cytoplasm and nucleoplasm, where its energy is
used to energize multiple cell functions.

This overall process for formation of ATP is called the
chemiosmotic mechanism of ATP formation. The chemi-
cal and physical details of this mechanism are presented
in Chapter 67, and many of the detailed metabolic func-
tions of ATP in the body are presented in Chapters 67
through 71.

Uses of ATP for Cellular Function. Energy from ATP
is used to promote three major categories of cellular func-
tions: (1) transport of substances through multiple mem-
branes in the cell, (2) synthesis of chemical compounds
throughout the cell, and (3) mechanical work. These uses
of ATP are illustrated by examples in Figure 2-15: (1) to
supply energy for the transport of sodium through the cell
membrane, (2) to promote protein synthesis by the ribo-
somes, and (3) to supply the energy needed during muscle
contraction.

In addition to membrane transport of sodium, energy
from ATP is required for membrane transport of potas-
sium ions, calcium ions, magnesium ions, phosphate ions,

Membrane

transport .. Endoplasmic

reticulum

Na+ Nat

(W))))) m g M)j%}

Muscle contraction

Figure 2-15 Use of adenosine triphosphate (ATP) (formed in the
mitochondrion) to provide energy for three major cellular func-
tions: membrane transport, protein synthesis, and muscle contrac-
tion. ADP, adenosine diphosphate.



chloride ions, urate ions, hydrogen ions, and many other
ions and various organic substances. Membrane transport
is so important to cell function that some cells—the renal
tubular cells, for instance—use as much as 80 percent of
the ATP that they form for this purpose alone.

In addition to synthesizing proteins, cells make phos-
pholipids, cholesterol, purines, pyrimidines, and a host of
other substances. Synthesis of almost any chemical com-
pound requires energy. For instance, a single protein mol-
ecule might be composed of as many as several thousand
amino acids attached to one another by peptide linkages;
the formation of each of these linkages requires energy
derived from the breakdown of four high-energy bonds;
thus, many thousand ATP molecules must release their
energy as each protein molecule is formed. Indeed, some
cells use as much as 75 percent of all the ATP formed in
the cell simply to synthesize new chemical compounds,
especially protein molecules; this is particularly true dur-
ing the growth phase of cells.

The final major use of ATP is to supply energy for special
cells to perform mechanical work. We see in Chapter 6 that
each contraction of a muscle fiber requires expenditure of
tremendous quantities of ATP energy. Other cells perform
mechanical work in other ways, especially by ciliary and
ameboid motion, described later in this chapter. The source
of energy for all these types of mechanical work is ATP.

In summary, ATP is always available to release its
energy rapidly and almost explosively wherever in the cell
it is needed. To replace the ATP used by the cell, much
slower chemical reactions break down carbohydrates,
fats, and proteins and use the energy derived from these
to form new ATP. More than 95 percent of this ATP is
formed in the mitochondria, which accounts for the mito-
chondria being called the “powerhouses” of the cell.

Locomotion of Cells

By far the most important type of movement that occurs
in the body is that of the muscle cells in skeletal, cardiac,
and smooth muscle, which constitute almost 50 per-
cent of the entire body mass. The specialized functions
of these cells are discussed in Chapters 6 through 9. Two
other types of movement—ameboid locomotion and cili-
ary movement—occur in other cells.

Ameboid Movement

Ameboid movement is movement of an entire cell in
relation to its surroundings, such as movement of white
blood cells through tissues. It receives its name from the
fact that amebae move in this manner and have provided
an excellent tool for studying the phenomenon.

Typically, ameboid locomotion begins with protru-
sion of a pseudopodium from one end of the cell. The
pseudopodium projects far out, away from the cell body,
and partially secures itself in a new tissue area. Then the
remainder of the cell is pulled toward the pseudopodium.
Figure 2-16 demonstrates this process, showing an elon-

Chapter 2 The Cell and Its Functions

Movement of cell

Endocytosis

Surrounding tissue Receptor binding

Figure 2-16 Ameboid motion by a cell.

gated cell, the right-hand end of which is a protruding
pseudopodium. The membrane of this end of the cell is
continually moving forward, and the membrane at the
left-hand end of the cell is continually following along as
the cell moves.

Mechanism of Ameboid Locomotion. Figure 2-16
shows the general principle of ameboid motion. Basically,
it results from continual formation of new cell membrane
at the leading edge of the pseudopodium and continual
absorption of the membrane in mid and rear portions of
the cell. Also, two other effects are essential for forward
movement of the cell. The first effect is attachment of the
pseudopodium to surrounding tissues so that it becomes
fixed in its leading position, while the remainder of the
cell body is pulled forward toward the point of attach-
ment. This attachment is effected by receptor proteins that
line the insides of exocytotic vesicles. When the vesicles
become part of the pseudopodial membrane, they open
so that their insides evert to the outside, and the receptors
now protrude to the outside and attach to ligands in the
surrounding tissues.

At the opposite end of the cell, the receptors pull away
from their ligands and form new endocytotic vesicles.
Then, inside the cell, these vesicles stream toward the
pseudopodial end of the cell, where they are used to form
still new membrane for the pseudopodium.

The second essential effect for locomotion is to provide
the energy required to pull the cell body in the direction of
the pseudopodium. Experiments suggest the following as
an explanation: In the cytoplasm of all cells is a moderate
to large amount of the protein actin. Much of the actin is in
the form of single molecules that do not provide any motive
power; however, these polymerize to form a filamentous
network, and the network contracts when it binds with an
actin-binding protein such as myosin. The whole process is
energized by the high-energy compound ATP. This is what
happens in the pseudopodium of a moving cell, where such
a network of actin filaments forms anew inside the enlarg-
ing pseudopodium. Contraction also occurs in the ecto-
plasm of the cell body, where a preexisting actin network is
already present beneath the cell membrane.
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Types of Cells That Exhibit Ameboid Locomotion.
The most common cells to exhibit ameboid locomotion in
the human body are the white blood cells when they move
out of the blood into the tissues to form tissue macrophages.
Other types of cells can also move by ameboid locomo-
tion under certain circumstances. For instance, fibroblasts
move into a damaged area to help repair the damage and
even the germinal cells of the skin, though ordinarily com-
pletely sessile cells, move toward a cut area to repair the
opening. Finally, cell locomotion is especially important in
development of the embryo and fetus after fertilization of
an ovum. For instance, embryonic cells often must migrate
long distances from their sites of origin to new areas dur-
ing development of special structures.

Control of Ameboid Locomotion—Chemotaxis.
The most important initiator of ameboid locomotion
is the process called chemotaxis. This results from the
appearance of certain chemical substances in the tis-
sues. Any chemical substance that causes chemotaxis to
occur is called a chemotactic substance. Most cells that
exhibit ameboid locomotion move toward the source
of a chemotactic substance—that is, from an area of
lower concentration toward an area of higher concen-
tration—which is called positive chemotaxis. Some cells
move away from the source, which is called negative
chemotaxis.

But how does chemotaxis control the direction of ame-
boid locomotion? Although the answer is not certain, it
is known that the side of the cell most exposed to the
chemotactic substance develops membrane changes that
cause pseudopodial protrusion.

Cilia and Ciliary Movements

A second type of cellular motion, ciliary movement, is a
whiplike movement of cilia on the surfaces of cells. This
occurs in only two places in the human body: on the sur-
faces of the respiratory airways and on the inside surfaces
of the uterine tubes (fallopian tubes) of the reproductive
tract. In the nasal cavity and lower respiratory airways,
the whiplike motion of cilia causes a layer of mucus to
move at a rate of about 1 cm/min toward the pharynx, in
this way continually clearing these passageways of mucus
and particles that have become trapped in the mucus. In
the uterine tubes, the cilia cause slow movement of fluid
from the ostium of the uterine tube toward the uterus
cavity; this movement of fluid transports the ovum from
the ovary to the uterus.

As shown in Figure 2-17, a cilium has the appearance
of a sharp-pointed straight or curved hair that projects 2
to 4 micrometers from the surface of the cell. Many cilia
often project from a single cell—for instance, as many
as 200 cilia on the surface of each epithelial cell inside
the respiratory passageways. The cilium is covered by an
outcropping of the cell membrane, and it is supported
by 11 microtubules—9 double tubules located around
the periphery of the cilium and 2 single tubules down
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Figure 2-17 Structure and function of the cilium. (Modified from
Satir P: Cilia. Sci Am 204:108, 1961. Copyright Donald Garber:
Executor of the estate of Bunji Tagawa.)

the center, as demonstrated in the cross section shown
in Figure 2-17. Each cilium is an outgrowth of a structure
that lies immediately beneath the cell membrane, called
the basal body of the cilium.

The flagellum of a sperm is similar to a cilium; in fact,
it has much the same type of structure and same type of
contractile mechanism. The flagellum, however, is much
longer and moves in quasi-sinusoidal waves instead of
whiplike movements.

In the inset of Figure 2-17, movement of the cilium
is shown. The cilium moves forward with a sudden,
rapid whiplike stroke 10 to 20 times per second, bend-
ing sharply where it projects from the surface of the cell.
Then it moves backward slowly to its initial position. The
rapid forward-thrusting, whiplike movement pushes the
fluid lying adjacent to the cell in the direction that the
cilium moves; the slow, dragging movement in the back-
ward direction has almost no effect on fluid movement.
As a result, the fluid is continually propelled in the direc-
tion of the fast-forward stroke. Because most ciliated cells
have large numbers of cilia on their surfaces and because
all the cilia are oriented in the same direction, this is an
effective means for moving fluids from one part of the
surface to another.



Mechanism of Ciliary Movement. Although not all
aspects of ciliary movement are clear, we do know the
following: First, the nine double tubules and the two sin-
gle tubules are all linked to one another by a complex of
protein cross-linkages; this total complex of tubules and
cross-linkages is called the axoneme. Second, even after
removal of the membrane and destruction of other ele-
ments of the cilium besides the axoneme, the cilium can
still beat under appropriate conditions. Third, there are
two necessary conditions for continued beating of the
axoneme after removal of the other structures of the cil-
ium: (1) the availability of ATP and (2) appropriate ionic
conditions, especially appropriate concentrations of mag-
nesium and calcium. Fourth, during forward motion of the
cilium, the double tubules on the front edge of the cilium
slide outward toward the tip of the cilium, while those on
the back edge remain in place. Fifth, multiple protein arms
composed of the protein dynein, which has ATPase enzy-
matic activity, project from each double tubule toward an
adjacent double tubule.

Given this basic information, it has been determined
that the release of energy from ATP in contact with the
ATPase dynein arms causes the heads of these arms to
“crawl” rapidly along the surface of the adjacent double
tubule. If the front tubules crawl outward while the back
tubules remain stationary, this will cause bending.

The way in which cilia contraction is controlled is not
understood. The cilia of some genetically abnormal cells
do not have the two central single tubules, and these cilia
fail to beat. Therefore, it is presumed that some signal,
perhaps an electrochemical signal, is transmitted along
these two central tubules to activate the dynein arms.

Bibliography

Alberts B, Johnson A, Lewis |, et al: Molecular Biology of the Cell, 6th ed,
New York, 2007, Garland Science.

Bonifacino JS, Glick BS: The mechanisms of vesicle budding and fusion,
Cell 116:153, 2004.

Chapter 2 The Cell and Its Functions

Chacinska A, Koehler CM, Milenkovic D, Lithgow T, Pfanner N: Importing
mitochondrial proteins: machineries and mechanisms, Cell 138:628,
20009.

Cohen AW, Hnasko R, Schubert W, Lisanti MP: Role of caveolae and caveo-
lins in health and disease, Physiol Rev 84:1341, 2004.

Danial NN, Korsmeyer SJ: Cell death: critical control points, Cell 116:205,
2004.

Droge W: Free radicals in the physiological control of cell function, Physiol
Rev 82:47, 2002.

Edidin M: Lipids on the frontier: a century of cell-membrane bilayers, Nat
Rev Mol Cell Biol 4:414, 2003.

Ginger ML, Portman N, McKean PG: Swimming with protists: perception,
motility and flagellum assembly, Nat Rev Microbiol 6:838, 2008.

Grant BD, Donaldson JG: Pathways and mechanisms of endocytic recycling,
Nat Rev Mol Cell Biol 10:597, 2009.

Glttinger S, Laurell E, Kutay U: Orchestrating nuclear envelope disassembly
and reassembly during mitosis, Nat Rev Mol Cell Biol 10:178, 2009.

Hamill OP, Martinac B: Molecular basis of mechanotransduction in living
cells, Physiol Rev 81:685, 2001.

Hock MB, Kralli A: Transcriptional control of mitochondrial biogenesis and
function, Annu Rev Physiol 71:177, 2009.

Liesa M, Palacin M, Zorzano A: Mitochondrial dynamics in mammalian
health and disease, Physiol Rev 89:799, 2009.

Mattaj IW: Sorting out the nuclear envelope from the endoplasmic reticu-
lum, Nat Rev Mol Cell Biol 5:65, 2004.

Parton RG, Simons K: The multiple faces of caveolae, Nat Rev Mol Cell Biol
8:185, 2007.

Raiborg C, Stenmark H: The ESCRT machinery in endosomal sorting of
ubiquitylated membrane proteins, Nature 458:445, 2009.

Ridley A, Schwartz MA, Burridge K, et al: Cell migration: integrating signals
from front to back, Science 302:1704, 2003.

Saftig P, Klumperman J: Lysosome biogenesis and lysosomal membrane
proteins: trafficking meets function, Nat Rev Mol Cell Biol 10:623,
2009.

Scarpulla RC: Transcriptional paradigms in mammalian mitochondrial bio-
genesis and function, Physiol Rev 88:611, 2008.

Stenmark H: Rab GTPases as coordinators of vesicle traffic, Nat Rev Mol
Cell Biol 10:513, 20009.

Traub LM: Tickets to ride: selecting cargo for clathrin-regulated internaliza-
tion, Nat Rev Mol Cell Biol 10:583, 2009.

Vereb G, Szollosi J, Matko J, et al: Dynamic, yet structured: the cell mem-
brane three decades after the Singer-Nicolson model, Proc Nat!{ Acad Sci
USA 100:8053, 2003.

25

| LINN




This page intentionally left blank



CHAPTER 3

Genetic Control of Protein Synthesis,
Cell Function, and Cell Reproduction

Virtually everyone knows
that the genes, located in
the nuclei of all cells of the
body, control heredity from
parents to children, but
most people do not realize
that these same genes also
control day-to-day function of all the body’s cells. The
genes control cell function by determining which sub-
stances are synthesized within the cell—which structures,
which enzymes, which chemicals.

Figure 3-1 shows the general schema of genetic
control. Each gene, which is a nucleic acid called deoxy-
ribonucleic acid (DNA), automatically controls the for-
mation of another nucleic acid, ribonucleic acid (RNA);
this RNA then spreads throughout the cell to control
the formation of a specific protein. The entire process,
from transcription of the genetic code in the nucleus
to translation of the RNA code and formation or pro-
teins in the cell cytoplasm, is often referred to as gene
expression.

Because there are approximately 30,000 different genes
in each cell, it is theoretically possible to form a large
number of different cellular proteins.

Some of the cellular proteins are structural proteins,
which, in association with various lipids and carbohydrates,
form the structures of the various intracellular organ-
elles discussed in Chapter 2. However, the majority of the
proteins are enzymes that catalyze the different chemical
reactions in the cells. For instance, enzymes promote all
the oxidative reactions that supply energy to the cell, and
they promote synthesis of all the cell chemicals, such as
lipids, glycogen, and adenosine triphosphate (ATP).

Genes in the Cell Nucleus

In the cell nucleus, large numbers of genes are attached
end on end in extremely long double-stranded helical
molecules of DNA having molecular weights measured
in the billions. A very short segment of such a molecule
is shown in Figure 3-2. This molecule is composed of
several simple chemical compounds bound together in a

regular pattern, details of which are explained in the next
few paragraphs.

Basic Building Blocks of DNA. Figure 3-3 shows the
basic chemical compounds involved in the formation of
DNA. These include (1) phosphoric acid, (2) a sugar called
deoxyribose, and (3) four nitrogenous bases (two purines,
adenine and guanine, and two pyrimidines, thymine and
cytosine). The phosphoric acid and deoxyribose form the
two helical strands that are the backbone of the DNA
molecule, and the nitrogenous bases lie between the two
strands and connect them, as illustrated in Figure 3-6.

Nucleotides. The first stage in the formation of DNA
is to combine one molecule of phosphoric acid, one mol-
ecule of deoxyribose, and one of the four bases to form
an acidic nucleotide. Four separate nucleotides are thus
formed, one for each of the four bases: deoxyadenylic,
deoxythymidylic, deoxyguanylic, and deoxycytidylic acids.
Figure 3-4 shows the chemical structure of deoxyadenylic
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Figure 3-1. General schema by which the genes control cell
function.

27

I LINN




Unit! Introduction to Physiology: The Cell and General Physiology

Figure 3-2. The helical, double-stranded structure of the gene.The
outside strands are composed of phosphoric acid and the sugar
deoxyribose. The internal molecules connecting the two strands
of the helix are purine and pyrimidine bases; these determine the
“code” of the gene.

acid, and Figure 3-5 shows simple symbols for the four
nucleotides that form DNA.

Organization of the Nucleotides to Form Two
Strands of DNA Loosely Bound to Each Other. Figure
3-6 shows the manner in which multiple numbers of
nucleotides are bound together to form two strands of
DNA. The two strands are, in turn, loosely bonded with
each other by weak cross-linkages, illustrated in Figure
3-6 by the central dashed lines. Note that the backbone of

Figure 3-3. The basic building blocks of DNA.
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each DNA strand is composed of alternating phosphoric
acid and deoxyribose molecules. In turn, purine and
pyrimidine bases are attached to the sides of the deoxyri-
bose molecules. Then, by means of loose hydrogen bonds
(dashed lines) between the purine and pyrimidine bases,
the two respective DNA strands are held together. But
note the following:

1. Each purine base adenine of one strand always bonds
with a pyrimidine base thymine of the other strand, and

2. Each purine base guanine always bonds with a pyrimi-
dine base cytosine.
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Figure 3-5. Symbols for the four nucleotides that combine to
form DNA. Each nucleotide contains phosphoric acid (P), deoxyri-
bose (D), and one of the four nucleotide bases: A, adenine; T, thy-
mine; G, guanine; or C, cytosine.

Thus, in Figure 3-6, the sequence of complementary
pairs of bases is CG, CG, GC, TA, CG, TA, GC, AT, and
AT. Because of the looseness of the hydrogen bonds, the
two strands can pull apart with ease, and they do so many
times during the course of their function in the cell.

To put the DNA of Figure 3-6 into its proper physical
perspective, one could merely pick up the two ends and
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twist them into a helix. Ten pairs of nucleotides are pres-
ent in each full turn of the helix in the DNA molecule, as
shown in Figure 3-2.

Genetic Code

The importance of DNA lies in its ability to control the
formation of proteins in the cell. It does this by means of
a genetic code. That is, when the two strands of a DNA
molecule are split apart, this exposes the purine and
pyrimidine bases projecting to the side of each DNA
strand, as shown by the top strand in Figure 3-7. It is
these projecting bases that form the genetic code.

The genetic code consists of successive “triplets”
of bases—that is, each three successive bases is a code
word. The successive triplets eventually control the
sequence of amino acids in a protein molecule that is
to be synthesized in the cell. Note in Figure 3-6 that the
top strand of DNA, reading from left to right, has the
genetic code GGC, AGA, CTT, the triplets being sep-
arated from one another by the arrows. As we follow
this genetic code through Figures 3-7 and 3-8, we see
that these three respective triplets are responsible for
successive placement of the three amino acids, proline,
serine, and glutamic acid, in a newly formed molecule
of protein.

Figure 3-6. Arrangement of deoxyribose nucleotides

| in a double strand of DNA.
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of the three amino acids, proline, serine, and glutamic acid,
respectively, to the growing RNA chain.
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The DNA Code in the Cell Nucleus Is
Transferred to an RNA Code in the Cell
Cytoplasm—The Process of Transcription

Because the DNA is located in the nucleus of the cell,
yet most of the functions of the cell are carried out in
the cytoplasm, there must be some means for the DNA
genes of the nucleus to control the chemical reactions
of the cytoplasm. This is achieved through the interme-
diary of another type of nucleic acid, RNA, the forma-
tion of which is controlled by the DNA of the nucleus.
Thus, as shown in Figure 3-7, the code is transferred to
the RNA; this process is called transcription. The RNA,
in turn, diffuses from the nucleus through nuclear pores
into the cytoplasmic compartment, where it controls
protein synthesis.

Synthesis of RNA

During synthesis of RNA, the two strands of the DNA
molecule separate temporarily; one of these strands
is used as a template for synthesis of an RNA mol-
ecule. The code triplets in the DNA cause formation
of complementary code triplets (called codons) in the
RNA; these codons, in turn, will control the sequence
of amino acids in a protein to be synthesized in the cell
cytoplasm.

Basic Building Blocks of RNA. The basic building
blocks of RNA are almost the same as those of DNA,
except for two differences. First, the sugar deoxyribose is
not used in the formation of RNA. In its place is another
sugar of slightly different composition, ribose, containing
an extra hydroxyl ion appended to the ribose ring struc-
ture. Second, thymine is replaced by another pyrimidine,
uracil.

Formation of RNA Nucleotides. The basic build-
ing blocks of RNA form RNA nucleotides, exactly as pre-
viously described for DNA synthesis. Here again, four
separate nucleotides are used in the formation of RNA.
These nucleotides contain the bases adenine, guanine,
cytosine, and uracil. Note that these are the same bases
as in DNA, except that uracil in RNA replaces thymine
in DNA.

“Activation” of the RNA Nucleotides. The next step
in the synthesis of RNA is “activation” of the RNA nucle-
otides by an enzyme, RNA polymerase. This occurs by
adding to each nucleotide two extra phosphate radicals to
form triphosphates (shown in Figure 3-7 by the two RNA
nucleotides to the far right during RNA chain formation).
These last two phosphates are combined with the nucle-
otide by high-energy phosphate bonds derived from ATP
in the cell.

The result of this activation process is that large quanti-
ties of ATP energy are made available to each of the nucle-
otides, and this energy is used to promote the chemical
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reactions that add each new RNA nucleotide at the end of
the developing RNA chain.

Assembly of the RNA Chain from Activated
Nucleotides Using the DNA Strand as a
Template—The Process of “Transcription”

Assembly of the RNA molecule is accomplished in the
manner shown in Figure 3-7 under the influence of an
enzyme, RNA polymerase. This is a large protein enzyme
that has many functional properties necessary for forma-
tion of the RNA molecule. They are as follows:

1. In the DNA strand immediately ahead of the initial
gene is a sequence of nucleotides called the promoter.
The RNA polymerase has an appropriate comple-
mentary structure that recognizes this promoter and
becomes attached to it. This is the essential step for
initiating formation of the RNA molecule.

2. After the RNA polymerase attaches to the promoter,
the polymerase causes unwinding of about two turns
of the DNA helix and separation of the unwound por-
tions of the two strands.

3. Then the polymerase moves along the DNA strand,
temporarily unwinding and separating the two DNA
strands at each stage of its movement. As it moves
along, it adds at each stage a new activated RNA nucle-
otide to the end of the newly forming RNA chain by
the following steps:

a. First, it causes a hydrogen bond to form between
the end base of the DNA strand and the base of an
RNA nucleotide in the nucleoplasm.

b. Then, one at a time, the RNA polymerase breaks
two of the three phosphate radicals away from each
of these RNA nucleotides, liberating large amounts
of energy from the broken high-energy phosphate
bonds; this energy is used to cause covalent link-
age of the remaining phosphate on the nucleotide
with the ribose on the end of the growing RNA
chain.

c. When the RNA polymerase reaches the end of the
DNA gene, it encounters a new sequence of DNA
nucleotides called the chain-terminating sequence;
this causes the polymerase and the newly formed
RNA chain to break away from the DNA strand.
Then the polymerase can be used again and again
to form still more new RNA chains.

d. As the new RNA strand is formed, its weak hydro-
gen bonds with the DNA template break away,
because the DNA has a high affinity for rebonding
with its own complementary DNA strand. Thus,
the RNA chain is forced away from the DNA and is
released into the nucleoplasm.

Thus, the code that is present in the DNA strand is
eventually transmitted in complementary formto the RNA
chain. The ribose nucleotide bases always combine with
the deoxyribose bases in the following combinations:



DNA Base RNA Base
GUANINE ...t cytosine
CYLOSINE ettt guanine
adenine ..ol uracil
thymine ..o adenine

Four Different Types of RNA. Each type of RNA
plays an independent and entirely different role in protein

formation:

1. Messenger RNA (mRNA), which carries the genetic
code to the cytoplasm for controlling the type of pro-
tein formed.

2. Transfer RNA (tRNA), which transports activated
amino acids to the ribosomes to be used in assembling
the protein molecule.

3. Ribosomal RNA, which, along with about 75 different
proteins, forms ribosomes, the physical and chemical
structures on which protein molecules are actually

assembled.

Chapter 3 Genetic Control of Protein Synthesis, Cell Function, and Cell Reproduction

4. MicroRNA (miRNA), which are single-stranded RNA
molecules of 21 to 23 nucleotides that can regulate
gene transcription and translation.

Messenger RNA—The Codons

mRNA molecules are long, single RNA strands that are
suspended in the cytoplasm. These molecules are com-
posed of several hundred to several thousand RNA nucle-
otides in unpaired strands, and they contain codons that
are exactly complementary to the code triplets of the DNA
genes. Figure 3-8 shows a small segment of a molecule of
messenger RNA. Its codons are CCG, UCU, and GAA.
These are the codons for the amino acids proline, ser-
ine, and glutamic acid. The transcription of these codons
from the DNA molecule to the RNA molecule is shown
in Figure 3-7.

RNA Codons for the Different Amino Acids.
Table 3-1 gives the RNA codons for the 22 common amino
acids found in protein molecules. Note that most of the
amino acids are represented by more than one codon;

Table 3-1. RNA Codons for Amino Acids and for Start and Stop

Amino Acid

Alanine
Arginine
Asparagine
Aspartic acid
Cysteine
Glutamic acid
Glutamine
Glycine
Histidine
Isoleucine
Leucine
Lysine
Methionine
Phenylalanine
Proline
Serine
Threonine
Tryptophan
Tyrosine
Valine

Start (Cl)
Stop (CT)

Cl, chain-initiating; CT, chain-terminating.

GCU
CGU
AAU
GAU
uGuU
GAA
CAA
GGU
CAU
AUU
Cuu
AAA
AUG
uuu
CCu
ucu
ACU
UGG
UAU
GuUuU
AUG
UAA

RNA Codons
GCC GCA GCG
CGC CGA CGG AGA AGG
AAC
GAC
UGC
GAG
CAG
GGC GGA GGG
CAC
AUC AUA
CucC CUA CUG UUA uuG
AAG
uuc
CCC CCA CCG
ucc UCA UCG AGC AGU
ACC ACA ACG
UAC
GUC GUA GUG
UAG UGA
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also, one codon represents the signal “start manufactur-
ing the protein molecule,” and three codons represent
“stop manufacturing the protein molecule” In Table 3-1,
these two types of codons are designated CI for “chain-
initiating” and CT for “chain-terminating’’

Transfer RNA—The Anticodons

Another type of RNA that plays an essential role in pro-
tein synthesis is called tRNA because it transfers amino
acid molecules to protein molecules as the protein is
being synthesized. Each type of tRNA combines specifi-
cally with 1 of the 20 amino acids that are to be incorpo-
rated into proteins. The tRNA then acts as a carrier to
transport its specific type of amino acid to the ribosomes,
where protein molecules are forming. In the ribosomes,
each specific type of transfer RNA recognizes a particular
codon on the mRNA (described later) and thereby deliv-
ers the appropriate amino acid to the appropriate place in
the chain of the newly forming protein molecule.

Transfer RNA, which contains only about 80 nucle-
otides, is a relatively small molecule in comparison with
mRNA. It is a folded chain of nucleotides with a cloverleaf
appearance similar to that shown in Figure 3-9. At one
end of the molecule is always an adenylic acid; it is to this
that the transported amino acid attaches at a hydroxyl
group of the ribose in the adenylic acid.

Because the function of tRNA is to cause attachment
of a specific amino acid to a forming protein chain, it is
essential that each type of tRNA also have specificity for
a particular codon in the mRNA. The specific code in the
tRNA that allows it to recognize a specific codon is again a
triplet of nucleotide bases and is called an anticodon. This
is located approximately in the middle of the tRNA mol-
ecule (at the bottom of the cloverleaf configuration shown
in Figure 3-9). During formation of the protein mole-
cule, the anticodon bases combine loosely by hydrogen

Alanine
Cysteine ))
Histidine )
Alanine )

Phenylalanine ¢

! ) Serine

Proline

Forming protein

Transfer RNA

Start codon

GGG
[AuG]acc]uau]caulgecluuujucc]ccclAAAICAG|GACIUAU|

-
Messenger

Ribosome Ribosome

RNA movement

Figure 3-9. A messenger RNA strand is moving through two ribo-
somes. As each “codon” passes through, an amino acid is added
to the growing protein chain, which is shown in the right-hand
ribosome. The transfer RNA molecule transports each specific
amino acid to the newly forming protein.

32

bonding with the codon bases of the mRNA. In this way,
the respective amino acids are lined up one after another
along the mRNA chain, thus establishing the appropri-
ate sequence of amino acids in the newly forming protein
molecule.

Ribosomal RNA

The third type of RNA in the cell is ribosomal RNA; it
constitutes about 60 percent of the ribosome. The remain-
der of the ribosome is protein, containing about 75 types
of proteins that are both structural proteins and enzymes
needed in the manufacture of protein molecules.

The ribosome is the physical structure in the cytoplasm
on which protein molecules are actually synthesized.
However, it always functions in association with the other
two types of RNA as well: tRNA transports amino acids to
the ribosome for incorporation into the developing pro-
tein molecule, whereas mRNA provides the information
necessary for sequencing the amino acids in proper order
for each specific type of protein to be manufactured.

Thus, the ribosome acts as a manufacturing plant in
which the protein molecules are formed.

Formation of Ribosomes in the Nucleolus. The
DNA genes for formation of ribosomal RNA are located
in five pairs of chromosomes in the nucleus, and each of
these chromosomes contains many duplicates of these
particular genes because of the large amounts of ribosomal
RNA required for cellular function.

As the ribosomal RNA forms, it collects in the nucleo-
lus, a specialized structure lying adjacent to the chromo-
somes. When large amounts of ribosomal RNA are being
synthesized, as occurs in cells that manufacture large
amounts of protein, the nucleolus is a large structure,
whereas in cells that synthesize little protein, the nucle-
olus may not even be seen. Ribosomal RNA is specially
processed in the nucleolus, where it binds with “ribosomal
proteins” to form granular condensation products that
are primordial subunits of ribosomes. These subunits are
then released from the nucleolus and transported through
the large pores of the nuclear envelope to almost all parts
of the cytoplasm. After the subunits enter the cytoplasm,
they are assembled to form mature, functional ribosomes.
Therefore, proteins are formed in the cytoplasm of the
cell, but not in the cell nucleus, because the nucleus does
not contain mature ribosomes.

MicroRNA

A fourth type of RNA in the cell is miRNA. These are short
(21 to 23 nucleotides) single-stranded RNA fragments
that regulate gene expression (Figure 3-10). The miRNAs
are encoded from the transcribed DNA of genes, but they
are not translated into proteins and are therefore often
called noncoding RNA. The miRNAs are processed by the
cell into molecules that are complementary to mRNA and
act to decrease gene expression. Generation of miRNAs
involves special processing of longer primary precursor
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Figure 3-10. Regulation of gene expression by microRNA
(miRNA). Primary miRNA (pri-miRNA), the primary transcripts of a
gene processed in the cell nucleus by the microprocessor complex
to pre-miRNAs. These pre-miRNAs are then further processed in
the cytoplasm by dicer, an enzyme that helps assemble an RNA-
induced silencing complex (RISC) and generates miRNAs. The miR-
NAs regulate gene expression by binding to the complementary
region of the RNA and repressing translation or promoting degra-
dation of the mMRNA before it can be translated by the ribosome.

RNAs called pri-miRNAs, which are the primary tran-
scripts of the gene. The pri-miRNAs are then processed
in the cell nucleus by the microprocessor complex to pre-
miRNAs, which are 70 nucleotide stem-loop structures.
These pre-miRNAs are then further processed in the
cytoplasm by a specific dicer enzyme that helps assemble
an RNA-induced silencing complex (RISC) and generates
miRNAs.

The miRNAs regulate gene expression by binding to
the complementary region of the RNA and promoting
repression of translation or degradation of the mRNA
before it can be translated by the ribosome. miRNAs are
believed to play an important role in the normal regula-
tion of cell function, and alterations in miRNA function
have been associated with diseases such as cancer and
heart disease.

Another type of microRNA is small interfering RNA
(siRNA), also called silencing RNA or short interfering
RNA. The siRNAs are short, double-stranded RNA mol-
ecules, 20 to 25 nucleotides in length, that interfere with
the expression of specific genes. siRNAs generally refer
to synthetic miRNAs and can be administered to silence
expression of specific genes. They are designed to avoid
the nuclear processing by the microprocessor complex,
and after the siRNA enters the cytoplasm it activates
the RISC silencing complex, blocking the translation of
mRNA. Because siRNAs can be tailored for any specific
sequence in the gene, they can be used to block trans-
lation of any mRNA and therefore expression by any
gene for which the nucleotide sequence is known. Some
researchers have proposed that siRNAs may become use-
ful therapeutic tools to silence genes that contribute to
the pathophysiology of diseases.

Formation of Proteins on the Ribosomes—The
Process of “Translation”

When a molecule of messenger RNA comes in contact
with a ribosome, it travels through the ribosome, begin-
ning at a predetermined end of the RNA molecule speci-
fied by an appropriate sequence of RNA bases called the
“chain-initiating” codon. Then, as shown in Figure 3-9,
while the messenger RNA travels through the ribosome,
a protein molecule is formed—a process called transia-
tion. Thus, the ribosome reads the codons of the messen-
ger RNA in much the same way that a tape is “read” as it
passes through the playback head of a tape recorder. Then,
when a “stop” (or “chain-terminating”) codon slips past
the ribosome, the end of a protein molecule is signaled
and the protein molecule is freed into the cytoplasm.

Polyribosomes. A single messenger RNA molecule
can form protein molecules in several ribosomes at the
same time because the initial end of the RNA strand
can pass to a successive ribosome as it leaves the first, as
shown at the bottom left in Figure 3-9 and in Figure 3-11.
The protein molecules are in different stages of develop-
ment in each ribosome. As a result, clusters of ribosomes
frequently occur, 3 to 10 ribosomes being attached to a
single messenger RNA at the same time. These clusters
are called polyribosomes.

It is especially important to note that a messenger
RNA can cause the formation of a protein molecule in any
ribosome; that is, there is no specificity of ribosomes for
given types of protein. The ribosome is simply the physi-
cal manufacturing plant in which the chemical reactions
take place.

Many Ribosomes Attach to the Endoplasmic
Reticulum. In Chapter 2, it was noted that many ribo-
somes become attached to the endoplasmic reticulum.
This occurs because the initial ends of many forming pro-
tein molecules have amino acid sequences that immedi-
ately attach to specific receptor sites on the endoplasmic
reticulum; this causes these molecules to penetrate the
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Figure 3-11. Physical structure of
the ribosomes, as well as their func-
tional relation to messenger RNA,
transfer RNA, and the endoplas-
mic reticulum during the formation
of protein molecules. (Courtesy Dr.
Don W. Fawcett, Montana.)
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reticulum wall and enter the endoplasmic reticulum
matrix. This gives a granular appearance to those por-
tions of the reticulum where proteins are being formed
and entering the matrix of the reticulum.

Figure 3-11 shows the functional relation of messenger
RNA to the ribosomes and the manner in which the ribo-
somes attach to the membrane of the endoplasmic reticu-
lum. Note the process of translation occurring in several
ribosomes at the same time in response to the same strand
of messenger RNA. Note also the newly forming poly-
peptide (protein) chains passing through the endoplasmic
reticulum membrane into the endoplasmic matrix.

Yet it should be noted that except in glandular cells in
which large amounts of protein-containing secretory ves-
icles are formed, most proteins synthesized by the ribo-
somes are released directly into the cytosol instead of into
the endoplasmic reticulum. These proteins are enzymes
and internal structural proteins of the cell.

Chemical Steps in Protein Synthesis. Some of the
chemical events that occur in synthesis of a protein mol-
ecule are shown in Figure 3-12. This figure shows repre-
sentative reactions for three separate amino acids, AA ,

AA,, and AA, . The stages of the reactions are the follow-
ing: (1) Each amino acid is activated by a chemical process
in which ATP combines with the amino acid to form an
adenosine monophosphate complex with the amino acid,
giving up two high-energy phosphate bonds in the pro-
cess. (2) The activated amino acid, having an excess of
energy, then combines with its specific transfer RNA to
form an amino acid—tRNA complex and, at the same time,
releases the adenosine monophosphate. (3) The transfer
RNA carrying the amino acid complex then comes in
contact with the messenger RNA molecule in the ribo-
some, where the anticodon of the transfer RNA attaches
temporarily to its specific codon of the messenger RNA,
thus lining up the amino acid in appropriate sequence to
form a protein molecule. Then, under the influence of the
enzyme peptidyl transferase (one of the proteins in the
ribosome), peptide bonds are formed between the succes-
sive amino acids, thus adding progressively to the protein
chain. These chemical events require energy from two
additional high-energy phosphate bonds, making a total
of four high-energy bonds used for each amino acid added
to the protein chain. Thus, the synthesis of proteins is one
of the most energy-consuming processes of the cell.

Figure 3-12. Chemical events in the formation of a i i
gure Amino acid AA, AA, AA,,
protein molecule. + + +
ATP ATP ATP
Activated amino acid AMP —AA, AMP —AA, AMP —AA,,
+ + +
tRNA, tR$A2 tR’\iAzo
RNA-amino acyl complex tRNA;—AA; tRNA,—AA, tRNA,;— AA,,
NG + +_

Messenger RNA

Complex between tRNA,
messenger RNA, and
amino acid

Protein chain
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Peptide Linkage. The successive amino acids in the
protein chain combine with one another according to the
typical reaction:

NH, O H R
Il [
R—C—C—OH+H—N—C—COOH —»

NH, O H R
I | |
R—C—C—N—C— COOH + H,0

In this chemical reaction, a hydroxyl radical (OH") is
removed from the COOH portion of the first amino acid
and a hydrogen (H*) of the NH, portion of the other amino
acid is removed. These combine to form water, and the
two reactive sites left on the two successive amino acids
bond with each other, resulting in a single molecule. This
process is called peptide linkage. As each additional amino
acid is added, an additional peptide linkage is formed.

Synthesis of Other Substances in the Cell

Many thousand protein enzymes formed in the manner
just described control essentially all the other chemical
reactions that take place in cells. These enzymes promote
synthesis of lipids, glycogen, purines, pyrimidines, and
hundreds of other substances. We discuss many of these
synthetic processes in relation to carbohydrate, lipid, and
protein metabolism in Chapters 67 through 69. It is by
means of all these substances that the many functions of
the cells are performed.

Control of Gene Function and Biochemical
Activity in Cells

From our discussion thus far, it is clear that the genes con-
trol both the physical and chemical functions of the cells.
However, the degree of activation of respective genes must
be controlled as well; otherwise, some parts of the cell
might overgrow or some chemical reactions might over-
act until they kill the cell. Each cell has powerful internal
feedback control mechanisms that keep the various func-
tional operations of the cell in step with one another. For
each gene (approximately 30,000 genes in all), there is at
least one such feedback mechanism.

There are basically two methods by which the biochem-
ical activities in the cell are controlled: (1) genetic regula-
tion, in which the degree of activation of the genes and
the formation of gene products are themselves controlled
and (2) enzyme regulation, in which the activity levels of
already formed enzymes in the cell are controlled.

Genetic Regulation

Genetic regulation, or regulation of gene expression, covers
the entire process from transcription of the genetic code in
the nucleus to the formation or proteins in the cytoplasm.

Regulation of gene expression provides all living organisms
the ability to respond to changes in their environment.
In animals that have many different types of cells, tissues,
and organs, differential regulation of gene expression also
permits the many different cell types in the body to each
perform their specialized functions. Although a cardiac
myocyte contains the same genetic code as a renal tubular
epithelia cell, many genes are expressed in cardiac cells that
are not expressed in renal tubular cells. The ultimate mea-
sure of gene “expression” is whether (and how much) of the
gene products (proteins) are produced because proteins
carry out cell functions specified by the genes. Regulation
of gene expression can occur at any point in the pathways
of transcription, RNA processing, and translation.

The Promoter Controls Gene Expression. Synthesis
of cellular proteins is a complex process that starts with the
transcription of DNA into RNA. The transcription of DNA
is controlled by regulatory elements found in the promoter
of a gene (Figure 3-13). In eukaryotes, which includes all
mammals, the basal promoter consists of a sequence of
seven bases (TATAAAA) called the TATA box, the binding
site for the TATA-binding protein (TBP) and several other
important transcription factors that are collectively referred
to as the transcription factor IID complex. In addition to
the transcription factor IID complex, this region is where
transcription factor IIB binds to both the DNA and RNA
polymerase 2 to facilitate transcription of the DNA into
RNA. This basal promoter is found in all protein-coding
genes and the polymerase must bind with this basal pro-
moter before it can begin traveling along the DNA strand
to synthesize RNA. The upstream promoter is located far-
ther upstream from the transcription start site and contains
several binding sites for positive or negative transcription
factors that can effect transcription through interactions
with proteins bound to the basal promoter. The structure
and transcription factor binding sites in the upstream pro-
moter vary from gene to gene to give rise to the different
expression patterns of genes in different tissues.

Condensed Upstream
chromatin o
IV (i Insulator
$ 9z
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g Transcription
S inhibitors
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=) factors RNA polymerase 2
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elements Basal promoter

Figure 3-13. Gene transcriptional in eukaryotic cells. A complex
arrangement of multiple clustered enhancer modules interspersed
with insulator elements, which can be located either upstream
or downstream of a basal promoter containing TATA box (TATA),
proximal promoter elements (response elements, RE), and Initiator
sequences (INR).
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Transcription of genes in eukaryotes is also influenced
by enhancers, which are regions of DNA that can bind
transcription factors. Enhancers can be located a great
distance from the gene they act on or even on a different
chromosome. They can also be located either upstream
or downstream of the gene that they regulate. Although
enhancers may be located a great distance away from their
target gene, they may be relatively close when DNA is
coiled in the nucleus. It is estimated that there are 110,000
gene enhancer sequences in the human genome.

In the organization of the chromosome, it is impor-
tant to separate active genes that are being transcribed
from genes that are repressed. This can be challenging
because multiple genes may be located close together on
the chromosome. This is achieved by chromosomal insu-
lators. These insulators are gene sequences that provide
a barrier so that a specific gene is isolated against tran-
scriptional influences from surrounding genes. Insulators
can vary greatly in their DNA sequence and the proteins
that bind to them. One way an insulator activity can be
modulated is by DNA methylation. This is the case for
the mammalian insulin-like growth factor 2 (IGF-2) gene.
The mother’s allele has an insulator between the enhancer
and promoter of the gene that allows for the binding of
a transcriptional repressor. However, the paternal DNA
sequence is methylated such that the transcriptional
repressor cannot bind to the insulator and the IGF-2 gene
is expressed from the paternal copy of the gene.

Other Mechanisms for Control of Transcription by
the Promoter. Variations in the basic mechanism for
control of the promoter have been discovered with rapid-
ity in the past 2 decades. Without giving details, let us list
some of them:

1. A promoter is frequently controlled by transcription
factors located elsewhere in the genome. That is, the
regulatory gene causes the formation of a regulatory
protein that in turn acts either as an activator or a
repressor of transcription.

2. Occasionally, many different promoters are controlled
at the same time by the same regulatory protein. In
some instances, the same regulatory protein functions
as an activator for one promoter and as a repressor for
another promoter.

3. Some proteins are controlled not at the starting point
of transcription on the DNA strand but farther along
the strand. Sometimes the control is not even at the
DNA strand itself but during the processing of the
RNA molecules in the nucleus before they are released
into the cytoplasm; rarely, control might occur at the
level of protein formation in the cytoplasm during
RNA translation by the ribosomes.

4. In nucleated cells, the nuclear DNA is packaged in spe-
cific structural units, the chromosomes. Within each
chromosome, the DNA is wound around small proteins
called histones, which in turn are held tightly together
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in a compacted state by still other proteins. As long as
the DNA is in this compacted state, it cannot function
to form RNA. However, multiple control mechanisms
are beginning to be discovered that can cause selected
areas of chromosomes to become decompacted one
part at a time so that partial RNA transcription can
occur. Even then, specific transcriptor factors control
the actual rate of transcription by the promoter in the
chromosome. Thus, still higher orders of control are
used for establishing proper cell function. In addition,
signals from outside the cell, such as some of the body’s
hormones, can activate specific chromosomal areas
and specific transcription factors, thus controlling the
chemical machinery for function of the cell.

Because there are more than 30,000 different genes
in each human cell, the large number of ways in which
genetic activity can be controlled is not surprising. The
gene control systems are especially important for control-
ling intracellular concentrations of amino acids, amino
acid derivatives, and intermediate substrates and products
of carbohydrate, lipid, and protein metabolism.

Control of Intracellular Function
by Enzyme Regulation

In addition to control of cell function by genetic regula-
tion, some cell activities are controlled by intracellular
inhibitors or activators that act directly on specific intra-
cellular enzymes. Thus, enzyme regulation represents a
second category of mechanisms by which cellular bio-
chemical functions can be controlled.

Enzyme Inhibition. Some chemical substances formed
in the cell have direct feedback effects in inhibiting the spe-
cific enzyme systems that synthesize them. Almost always the
synthesized product acts on the first enzyme in a sequence,
rather than on the subsequent enzymes, usually binding
directly with the enzyme and causing an allosteric conforma-
tional change that inactivates it. One can readily recognize
the importance of inactivating the first enzyme: this pre-
vents buildup of intermediary products that are not used.

Enzyme inhibition is another example of negative feed-
back control; it is responsible for controlling intracellular
concentrations of multiple amino acids, purines, pyrimi-
dines, vitamins, and other substances.

Enzyme Activation. Enzymes that are normally inac-
tive often can be activated when needed. An example of
this occurs when most of the ATP has been depleted in a
cell. In this case, a considerable amount of cyclic adenosine
monophosphate (CAMP) begins to be formed as a break-
down product of the ATP; the presence of this cCAMP, in
turn, immediately activates the glycogen-splitting enzyme
phosphorylase, liberating glucose molecules that are rap-
idly metabolized and their energy used for replenishment
of the ATP stores. Thus, cCAMP acts as an enzyme activa-
tor for the enzyme phosphorylase and thereby helps con-
trol intracellular ATP concentration.
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Another interesting instance of both enzyme inhibi-
tion and enzyme activation occurs in the formation of the
purines and pyrimidines. These substances are needed by
the cell in approximately equal quantities for formation of
DNA and RNA. When purines are formed, they inhibit
the enzymes that are required for formation of additional
purines. However, they activate the enzymes for forma-
tion of pyrimidines. Conversely, the pyrimidines inhibit
their own enzymes but activate the purine enzymes. In
this way, there is continual cross-feed between the syn-
thesizing systems for these two substances, resulting in
almost exactly equal amounts of the two substances in the
cells at all times.

Summary. Insummary, there are two principal meth-
ods by which cells control proper proportions and proper
quantities of different cellular constituents: (1) the mech-
anism of genetic regulation and (2) the mechanism of
enzyme regulation. The genes can be either activated or
inhibited, and likewise, the enzyme systems can be either
activated or inhibited. These regulatory mechanisms
most often function as feedback control systems that con-
tinually monitor the cell’s biochemical composition and
make corrections as needed. But on occasion, substances
from without the cell (especially some of the hormones
discussed throughout this text) also control the intracel-
lular biochemical reactions by activating or inhibiting one
or more of the intracellular control systems.

The DNA-Genetic System Also Controls
Cell Reproduction

Cell reproduction is another example of the ubiquitous
role that the DNA-genetic system plays in all life processes.
The genes and their regulatory mechanisms determine the
growth characteristics of the cells and also when or whether
these cells will divide to form new cells. In this way, the all-
important genetic system controls each stage in the devel-
opment of the human being, from the single-cell fertilized
ovum to the whole functioning body. Thus, if there is any
central theme to life, it is the DNA-genetic system.

Life Cycle of the Cell. The life cycle of a cell is the
period from cell reproduction to the next cell reproduc-
tion. When mammalian cells are not inhibited and are
reproducing as rapidly as they can, this life cycle may be as
little as 10 to 30 hours. It is terminated by a series of dis-
tinct physical events called mitosis that cause division of
the cell into two new daughter cells. The events of mito-
sis are shown in Figure 3-14 and are described later. The
actual stage of mitosis, however, lasts for only about 30
minutes, so more than 95 percent of the life cycle of even
rapidly reproducing cells is represented by the interval
between mitosis, called interphase.

Except in special conditions of rapid cellular reproduc-
tion, inhibitory factors almost always slow or stop the unin-
hibited life cycle of the cell. Therefore, different cells of the

Rights were not granted to include this figure in electronic media.
Please refer to the printed publication.

Figure 3-14. Stages of cell reproduction. A, B, and C, Prophase. D,
Prometaphase. £, Metaphase. F, Anaphase. G and H, Telophase. (From
Margaret C. Gladbach, Estate of Mary E. and Dan Todd, Kansas.)

body actually have life cycle periods that vary from as little
as 10 hours for highly stimulated bone marrow cells to an
entire lifetime of the human body for most nerve cells.

Cell Reproduction Begins with Replication of DNA

As is true of almost all other important events in the cell,
reproduction begins in the nucleus itself. The first step is
replication (duplication) of all DNA in the chromosomes.
Only after this has occurred can mitosis take place.

The DNA begins to be duplicated some 5 to 10 hours
before mitosis, and this is completed in 4 to 8 hours. The
net result is two exact replicas of all DNA. These replicas
become the DNA in the two new daughter cells that will
be formed at mitosis. After replication of the DNA, there
is another period of 1 to 2 hours before mitosis begins
abruptly. Even during this period, preliminary changes that
will lead to the mitotic process are beginning to take place.

Chemical and Physical Events of DNA
Replication. DNA is replicated in much the same way
that RNA is transcribed in response to DNA, except for a
few important differences:

1. Both strands of the DNA in each chromosome are rep-
licated, not simply one of them.
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2. Both entire strands of the DNA helix are replicated
from end to end, rather than small portions of them, as
occurs in the transcription of RNA.

3. The principal enzymes for replicating DNA are a com-
plex of multiple enzymes called DNA polymerase, which
is comparable to RNA polymerase. It attaches to and
moves along the DNA template strand while another
enzyme, DNA ligase, causes bonding of successive
DNA nucleotides to one another, using high-energy
phosphate bonds to energize these attachments.

4. Formation of each new DNA strand occurs simultane-
ously in hundreds of segments along each of the two
strands of the helix until the entire strand is replicated.
Then the ends of the subunits are joined together by
the DNA ligase enzyme.

5. Each newly formed strand of DNA remains attached
by loose hydrogen bonding to the original DNA strand
that was used as its template. Therefore, two DNA
helixes are coiled together.

6. Because the DNA helixes in each chromosome are approx-
imately 6 centimeters in length and have millions of helix
turns, it would be impossible for the two newly formed
DNA helixes to uncoil from each other were it not for some
special mechanism. This is achieved by enzymes that peri-
odically cut each helix along its entire length, rotate each
segment enough to cause separation, and then resplice the
helix. Thus, the two new helixes become uncoiled.

DNA Repair, DNA “Proofreading,” and “Mutation.”
During the hour or so between DNA replication and the
beginning of mitosis, there is a period of active repair and
“proofreading” of the DNA strands. That is, wherever
inappropriate DNA nucleotides have been matched up
with the nucleotides of the original template strand, spe-
cial enzymes cut out the defective areas and replace these
with appropriate complementary nucleotides. This is
achieved by the same DNA polymerases and DNA ligases
that are used in replication. This repair process is referred
to as DNA proofreading.

Because of repair and proofreading, the transcription
process rarely makes a mistake. But when a mistake is
made, this is called a mutation. The mutation causes for-
mation of some abnormal protein in the cell rather than
a needed protein, often leading to abnormal cellular func-
tion and sometimes even cell death. Yet given that there are
30,000 or more genes in the human genome and that the
period from one human generation to another is about 30
years, one would expect as many as 10 or many more muta-
tions in the passage of the genome from parent to child. As
a further protection, however, each human genome is rep-
resented by two separate sets of chromosomes with almost
identical genes. Therefore, one functional gene of each pair
is almost always available to the child despite mutations.

Chromosomes and Their Replication

The DNA helixes of the nucleus are packaged in chromo-
somes. The human cell contains 46 chromosomes arranged
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in 23 pairs. Most of the genes in the two chromosomes of
each pair are identical or almost identical to each other,
so it is usually stated that the different genes also exist in
pairs, although occasionally this is not the case.

In addition to DNA in the chromosome, there is a large
amount of protein in the chromosome, composed mainly
of many small molecules of electropositively charged
histones. The histones are organized into vast num-
bers of small, bobbin-like cores. Small segments of each
DNA helix are coiled sequentially around one core after
another.

The histone cores play an important role in the regula-
tion of DNA activity because as long as the DNA is pack-
aged tightly, it cannot function as a template for either
the formation of RNA or the replication of new DNA.
Further, some of the regulatory proteins have been shown
to decondense the histone packaging of the DNA and to
allow small segments at a time to form RNA.

Several nonhistone proteins are also major compo-
nents of chromosomes, functioning both as chromo-
somal structural proteins and, in connection with the
genetic regulatory machinery, as activators, inhibitors,
and enzymes.

Replication of the chromosomes in their entirety occurs
during the next few minutes after replication of the DNA
helixes has been completed; the new DNA helixes collect
new protein molecules as needed. The two newly formed
chromosomes remain attached to each other (until time
for mitosis) at a point called the centromere located near
their center. These duplicated but still attached chromo-
somes are called chromatids.

Cell Mitosis

The actual process by which the cell splits into two new
cells is called mitosis. Once each chromosome has been
replicated to form the two chromatids, in many cells,
mitosis follows automatically within 1 or 2 hours.

Mitotic Apparatus: Function of the Centrioles.
One of the first events of mitosis takes place in the cyto-
plasm, occurring during the latter part of interphase in or
around the small structures called centrioles. As shown in
Figure 3-14, two pairs of centrioles lie close to each other
near one pole of the nucleus. These centrioles, like the
DNA and chromosomes, are also replicated during inter-
phase, usually shortly before replication of the DNA. Each
centriole is a small cylindrical body about 0.4 microm-
eter long and about 0.15 micrometer in diameter, con-
sisting mainly of nine parallel tubular structures arranged
in the form of a cylinder. The two centrioles of each pair
lie at right angles to each other. Each pair of centrioles,
along with attached pericentriolar material, is called a
centrosome.

Shortly before mitosis is to take place, the two pairs
of centrioles begin to move apart from each other. This
is caused by polymerization of protein microtubules
growing between the respective centriole pairs and
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actually pushing them apart. At the same time, other
microtubules grow radially away from each of the cen-
triole pairs, forming a spiny star, called the aster, in each
end of the cell. Some of the spines of the aster penetrate
the nuclear membrane and help separate the two sets of
chromatids during mitosis. The complex of microtubules
extending between the two new centriole pairs is called
the spindle, and the entire set of microtubules plus the two
pairs of centrioles is called the mitotic apparatus.

Prophase. The first stage of mitosis, called prophase,
is shown in Figure 3-14A4, B, and C. While the spindle
is forming, the chromosomes of the nucleus (which in
interphase consist of loosely coiled strands) become con-
densed into well-defined chromosomes.

Prometaphase. During this stage (see Figure 3-14D),
the growing microtubular spines of the aster fragment the
nuclear envelope. At the same time, multiple microtubules
from the aster attach to the chromatids at the centromeres,
where the paired chromatids are still bound to each other;
the tubules then pull one chromatid of each pair toward
one cellular pole and its partner toward the opposite pole.

Metaphase. During metaphase (see Figure 3-14E), the
two asters of the mitotic apparatus are pushed farther apart.
This is believed to occur because the microtubular spines
from the two asters, where they interdigitate with each other
to form the mitotic spindle, actually push each other away.
There is reason to believe that minute contractile protein
molecules called “molecular motors,” perhaps composed
of the muscle protein actin, extend between the respective
spines and, using a stepping action as in muscle, actively
slide the spines in a reverse direction along each other.
Simultaneously, the chromatids are pulled tightly by their
attached microtubules to the very center of the cell, lining
up to form the equatorial plate of the mitotic spindle.

Anaphase. During this phase (see Figure 3-14F), the
two chromatids of each chromosome are pulled apart at
the centromere. All 46 pairs of chromatids are separated,
forming two separate sets of 46 daughter chromosomes.
One of these sets is pulled toward one mitotic aster and
the other toward the other aster as the two respective
poles of the dividing cell are pushed still farther apart.

Telophase. In telophase (see Figure 3-14G and H),
the two sets of daughter chromosomes are pushed com-
pletely apart. Then the mitotic apparatus dissolutes, and
a new nuclear membrane develops around each set of
chromosomes. This membrane is formed from portions
of the endoplasmic reticulum that are already present
in the cytoplasm. Shortly thereafter, the cell pinches in
two, midway between the two nuclei. This is caused by
formation of a contractile ring of microfilaments com-
posed of actin and probably myosin (the two contractile
proteins of muscle) at the juncture of the newly develop-
ing cells that pinches them off from each other.

Control of Cell Growth and Cell Reproduction

We know that certain cells grow and reproduce all the
time, such as the blood-forming cells of the bone mar-
row, the germinal layers of the skin, and the epithelium of
the gut. Many other cells, however, such as smooth mus-
cle cells, may not reproduce for many years. A few cells,
such as the neurons and most striated muscle cells, do not
reproduce during the entire life of a person, except during
the original period of fetal life.

In certain tissues, an insufficiency of some types of cells
causes these to grow and reproduce rapidly until appro-
priate numbers of them are again available. For instance,
in some young animals, seven eighths of the liver can be
removed surgically, and the cells of the remaining one
eighth will grow and divide until the liver mass returns to
almost normal. The same occurs for many glandular cells
and most cells of the bone marrow, subcutaneous tissue,
intestinal epithelium, and almost any other tissue except
highly differentiated cells such as nerve and muscle cells.

We know little about the mechanisms that maintain
proper numbers of the different types of cells in the body.
However, experiments have shown at least three ways in
which growth can be controlled. First, growth often is
controlled by growth factors that come from other parts
of the body. Some of these circulate in the blood, but
others originate in adjacent tissues. For instance, the epi-
thelial cells of some glands, such as the pancreas, fail to
grow without a growth factor from the sublying connec-
tive tissue of the gland. Second, most normal cells stop
growing when they have run out of space for growth. This
occurs when cells are grown in tissue culture; the cells grow
until they contact a solid object, and then growth stops.
Third, cells grown in tissue culture often stop growing
when minute amounts of their own secretions are allowed
to collect in the culture medium. This, too, could provide
a means for negative feedback control of growth.

Regulation of Cell Size. Cell size is determined
almost entirely by the amount of functioning DNA in
the nucleus. If replication of the DNA does not occur,
the cell grows to a certain size and thereafter remains at
that size. Conversely, it is possible, by use of the chemical
colchicine, to prevent formation of the mitotic spindle and
therefore to prevent mitosis, even though replication of
the DNA continues. In this event, the nucleus contains far
greater quantities of DNA than it normally does, and the
cell grows proportionately larger. It is assumed that this
results simply from increased production of RNA and cell
proteins, which in turn cause the cell to grow larger.

Cell Differentiation

A special characteristic of cell growth and cell division
is cell differentiation, which refers to changes in physical
and functional properties of cells as they proliferate in the
embryo to form the different bodily structures and organs.
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The description of an especially interesting experiment
that helps explain these processes follows.

When the nucleus from an intestinal mucosal cell of a
frog is surgically implanted into a frog ovum from which
the original ovum nucleus was removed, the result is
often the formation of a normal frog. This demonstrates
that even the intestinal mucosal cell, which is a well-
differentiated cell, carries all the necessary genetic infor-
mation for development of all structures required in the
frog’s body.

Therefore, it has become clear that differentiation
results not from loss of genes but from selective repres-
sion of different gene promoters. In fact, electron micro-
graphs suggest that some segments of DNA helixes
wound around histone cores become so condensed that
they no longer uncoil to form RNA molecules. One expla-
nation for this is as follows: It has been supposed that the
cellular genome begins at a certain stage of cell differen-
tiation to produce a regulatory protein that forever after
represses a select group of genes. Therefore, the repressed
genes never function again. Regardless of the mechanism,
mature human cells produce a maximum of about 8000 to
10,000 proteins rather than the potential 30,000 or more
if all genes were active.

Embryological experiments show that certain cells in
an embryo control differentiation of adjacent cells. For
instance, the primordial chorda-mesoderm is called the
primary organizer of the embryo because it forms a focus
around which the rest of the embryo develops. It differ-
entiates into a mesodermal axis that contains segmentally
arranged somites and, as a result of inductions in the sur-
rounding tissues, causes formation of essentially all the
organs of the body.

Another instance of induction occurs when the devel-
oping eye vesicles come in contact with the ectoderm
of the head and cause the ectoderm to thicken into a
lens plate that folds inward to form the lens of the eye.
Therefore, a large share of the embryo develops as a result
of such inductions, one part of the body affecting another
part, and this part affecting still other parts.

Thus, although our understanding of cell differentia-
tion is still hazy, we know many control mechanisms by
which differentiation could occur.

Apoptosis—Programmed Cell Death

The 100 trillion cells of the body are members of a highly
organized community in which the total number of cells
is regulated not only by controlling the rate of cell division
but also by controlling the rate of cell death. When cells
are no longer needed or become a threat to the organ-
ism, they undergo a suicidal programmed cell death, or
apoptosis. This process involves a specific proteolytic cas-
cade that causes the cell to shrink and condense, to disas-
semble its cytoskeleton, and to alter its cell surface so that
a neighboring phagocytic cell, such as a macrophage, can
attach to the cell membrane and digest the cell.
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In contrast to programmed death, cells that die as a
result of an acute injury usually swell and burst due to loss
of cell membrane integrity, a process called cell necrosis.
Necrotic cells may spill their contents, causing inflamma-
tion and injury to neighboring cells. Apoptosis, however,
is an orderly cell death that results in disassembly and
phagocytosis of the cell before any leakage of its contents
occurs, and neighboring cells usually remain healthy.

Apoptosis is initiated by activation of a family of pro-
teases called caspases. These are enzymes that are syn-
thesized and stored in the cell as inactive procaspases.
The mechanisms of activation of caspases are complex,
but once activated, the enzymes cleave and activate other
procaspases, triggering a cascade that rapidly breaks
down proteins within the cell. The cell thus dismantles
itself, and its remains are rapidly digested by neighboring
phagocytic cells.

A tremendous amount of apoptosis occurs in tissues
that are being remodeled during development. Even in
adult humans, billions of cells die each hour in tissues
such as the intestine and bone marrow and are replaced
by new cells. Programmed cell death, however, is normally
balanced with the formation of new cells in healthy adults.
Otherwise, the body’s tissues would shrink or grow exces-
sively. Recent studies suggest that abnormalities of apop-
tosis may play a key role in neurodegenerative diseases
such as Alzheimer’s disease, as well as in cancer and auto-
immune disorders. Some drugs that have been used suc-
cessfully for chemotherapy appear to induce apoptosis in
cancer cells.

Cancer

Cancer is caused in all or almost all instances by mutation
or by some other abnormal activation of cellular genes
that control cell growth and cell mitosis. The abnormal
genes are called oncogenes. As many as 100 different
oncogenes have been discovered.

Also present in all cells are antioncogenes, which sup-
press the activation of specific oncogenes. Therefore, loss
or inactivation of antioncogenes can allow activation of
oncogenes that lead to cancer.

Only a minute fraction of the cells that mutate in the
body ever lead to cancer. There are several reasons for
this. First, most mutated cells have less survival capa-
bility than normal cells and simply die. Second, only a
few of the mutated cells that do survive become cancer-
ous, because even most mutated cells still have normal
feedback controls that prevent excessive growth.

Third, those cells that are potentially cancerous are
often destroyed by the body’s immune system before
they grow into a cancer. This occurs in the following
way: Most mutated cells form abnormal proteins within
their cell bodies because of their altered genes, and these
proteins activate the body’s immune system, causing it
to form antibodies or sensitized lymphocytes that react
against the cancerous cells, destroying them. In support
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of this is the fact that in people whose immune systems
have been suppressed, such as in those taking immuno-
suppressant drugs after kidney or heart transplantation,
the probability of a cancer’s developing is multiplied as
much as fivefold.

Fourth, usually several different activated oncogenes
arerequired simultaneously to cause a cancer. For instance,
one such gene might promote rapid reproduction of a cell
line, but no cancer occurs because there is not a simulta-
neous mutant gene to form the needed blood vessels.

But what is it that causes the altered genes? Considering
that many trillions of new cells are formed each year in
humans, a better question might be, why is it that all of us
do not develop millions or billions of mutant cancerous
cells? The answer is the incredible precision with which
DNA chromosomal strands are replicated in each cell
before mitosis can take place, and also the proofreading
process that cuts and repairs any abnormal DNA strand
before the mitotic process is allowed to proceed. Yet
despite all these inherited cellular precautions, probably
one newly formed cell in every few million still has signifi-
cant mutant characteristics.

Thus, chance alone is all that is required for mutations
to take place, so we can suppose that a large number of
cancers are merely the result of an unlucky occurrence.

However, the probability of mutations can be increased
manyfold when a person is exposed to certain chemical,
physical, or biological factors, including the following:

1. It is well known that ionizing radiation, such as x-rays,
gamma rays, and particle radiation from radioactive sub-
stances, and even ultraviolet light can predispose indi-
viduals to cancer. Ions formed in tissue cells under the
influence of such radiation are highly reactive and can
rupture DNA strands, thus causing many mutations.

2. Chemical substances of certain types also have a high
propensity for causing mutations. It was discovered
long ago that various aniline dye derivatives are likely
to cause cancer, so workers in chemical plants produc-
ing such substances, if unprotected, have a special pre-
disposition to cancer. Chemical substances that can
cause mutation are called carcinogens. The carcinogens
that currently cause the greatest number of deaths are
those in cigarette smoke. They cause about one quar-
ter of all cancer deaths.

3. Physical irritants can also lead to cancer, such as con-
tinued abrasion of the linings of the intestinal tract by
some types of food. The damage to the tissues leads to
rapid mitotic replacement of the cells. The more rapid
the mitosis, the greater the chance for mutation.

4. In many families, there is a strong hereditary tendency
to cancer. This results from the fact that most can-
cers require not one mutation but two or more muta-
tions before cancer occurs. In those families that are
particularly predisposed to cancer, it is presumed that
one or more cancerous genes are already mutated in
the inherited genome. Therefore, far fewer additional

mutations must take place in such family members
before a cancer begins to grow.

5. Inlaboratory animals, certain types of viruses can cause
some kinds of cancer, including leukemia. This usually
results in one of two ways. In the case of DNA viruses,
the DNA strand of the virus can insert itself directly into
one of the chromosomes and thereby cause a mutation
that leads to cancer. In the case of RNA viruses, some
of these carry with them an enzyme called reverse
transcriptase that causes DNA to be transcribed from
the RNA. The transcribed DNA then inserts itself into
the animal cell genome, leading to cancer.

Invasive Characteristic of the Cancer Cell. The
major differences between the cancer cell and the nor-
mal cell are the following: (1) The cancer cell does not
respect usual cellular growth limits; the reason for this is
that these cells presumably do not require all the same
growth factors that are necessary to cause growth of nor-
mal cells. (2) Cancer cells are often far less adhesive to
one another than are normal cells. Therefore, they tend
to wander through the tissues, enter the blood stream,
and be transported all through the body, where they form
nidi for numerous new cancerous growths. (3) Some can-
cers also produce angiogenic factors that cause many new
blood vessels to grow into the cancer, thus supplying the
nutrients required for cancer growth.

Why Do Cancer Cells Kill?

The answer to this question is usually simple. Cancer tis-
sue competes with normal tissues for nutrients. Because
cancer cells continue to proliferate indefinitely, their
number multiplying day by day, cancer cells soon demand
essentially all the nutrition available to the body or to
an essential part of the body. As a result, normal tissues
gradually suffer nutritive death.
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CHAPTER 4

Transport of Substances Through

Figure 4-1 gives the approx-
imate concentrations of
important electrolytes and
other substances in the
extracellular fluid and intra-
cellular fluid. Note that the
extracellular fluid contains a
large amount of sodium but only a small amount of potas-
sium. Exactly the opposite is true of the intracellular fluid.
Also, the extracellular fluid contains a large amount of
chloride ions, whereas the intracellular fluid contains very
little. But the concentrations of phosphates and proteins in
the intracellular fluid are considerably greater than those
in the extracellular fluid. These differences are extremely
important to the life of the cell. The purpose of this chap-
ter is to explain how the differences are brought about by
the transport mechanisms of the cell membranes.

S T

The Lipid Barrier of the Cell Membrane,
and Cell Membrane Transport Proteins

The structure of the membrane covering the outside of
every cell of the body is discussed in Chapter 2 and illus-
trated in Figures 2-3 and 4-2. This membrane consists
almost entirely of a lipid bilayer, but it also contains large
numbers of protein molecules in the lipid, many of which
penetrate all the way through the membrane, as shown in
Figure 4-2.

The lipid bilayer is not miscible with either the extra-
cellular fluid or the intracellular fluid. Therefore, it con-
stitutes a barrier against movement of water molecules
and water-soluble substances between the extracellular
and intracellular fluid compartments. However, as dem-
onstrated in Figure 4-2 by the leftmost arrow, a few sub-
stances can penetrate this lipid bilayer, diffusing directly
through the lipid substance itself; this is true mainly of
lipid-soluble substances, as described later.

The protein molecules in the membrane have entirely
different properties for transporting substances. Their
molecular structures interrupt the continuity of the
lipid bilayer, constituting an alternative pathway through
the cell membrane. Most of these penetrating proteins,

Cell Membranes

therefore, can function as transport proteins. Different
proteins function differently. Some have watery spaces all
the way through the molecule and allow free movement
of water, as well as selected ions or molecules; these are
called channel proteins. Others, called carrier proteins,
bind with molecules or ions that are to be transported;
conformational changes in the protein molecules then
move the substances through the interstices of the pro-
tein to the other side of the membrane. Both the channel
proteins and the carrier proteins are usually highly selec-
tive for the types of molecules or ions that are allowed to
cross the membrane.

“Diffusion” Versus “Active Transport.” Transport
through the cell membrane, either directly through the
lipid bilayer or through the proteins, occurs by one of two
basic processes: diffusion or active transport.

EXTRACELLULAR / INTRACELLULAR

FLUID FLUID

142 mEq/L ---f----- 10 mEqg/L

4 mEq/L ------1----- 140 mEq/L

2.4 mEq/L ---4----- 0.0001 mEq/L

1.2 mEg/L ---4----- 58 mEq/L

103 mEq/L ---§----- 4 mEg/L

28 mEq/L ----

4 mEqg/L

1 mEqg/L

90 mg/dl ------f----- 0 to 20 mg/dl
Amino acids ---- 30 mg/d| ------§----- 200 mg/di ?
Cholesterol
Phospholipids > 0.5 g/dl--------f---- 2 t0 95 g/d|
Neutral fat
PO, ----remmmmmeeee 35 mm Hg ---+---- 20 mm Hg ?
PCO, ------------- 46 mm Hg ------- 50 mm Hg ?
pH 7.4 7.0
Proteins 2 g/dl 16 g/dl

(5 mEqg/L) (40 mEq/L)

Figure 4-1 Chemical compositions of extracellular and intracel-
lular fluids.
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Channel Carrier proteins
protein
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Simple Facilitated
diffusion diffusion
\ ~ J v J
Diffusion Active transport

Figure 4-2 Transport pathways through the cell membrane, and
the basic mechanisms of transport.

Although there are many variations of these basic
mechanisms, diffusion means random molecular move-
ment of substances molecule by molecule, either through
intermolecular spaces in the membrane or in combina-
tion with a carrier protein. The energy that causes diffu-
sion is the energy of the normal kinetic motion of matter.

By contrast, active transport means movement of ions
or other substances across the membrane in combina-
tion with a carrier protein in such a way that the car-
rier protein causes the substance to move against an
energy gradient, such as from a low-concentration state
to a high-concentration state. This movement requires
an additional source of energy besides kinetic energy.
Following is a more detailed explanation of the basic
physics and physical chemistry of these two processes.

Diffusion

All molecules and ions in the body fluids, including water
molecules and dissolved substances, are in constant
motion, each particle moving its own separate way. Motion
of these particles is what physicists call “heat”—the greater
the motion, the higher the temperature—and the motion
never ceases under any condition except at absolute zero
temperature. When a moving molecule, A, approaches a
stationary molecule, B, the electrostatic and other nuclear
forces of molecule A repel molecule B, transferring some
of the energy of motion of molecule A to molecule B.
Consequently, molecule B gains kinetic energy of motion,
while molecule A slows down, losing some of its kinetic
energy. Thus, as shown in Figure 4-3, a single molecule

Figure 4-3 Diffusion of a fluid molecule during a thousandth of
a second.
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in a solution bounces among the other molecules first in
one direction, then another, then another, and so forth,
randomly bouncing thousands of times each second. This
continual movement of molecules among one another in
liquids or in gases is called diffusion.

Ions diffuse in the same manner as whole molecules,
and even suspended colloid particles diffuse in a similar
manner, except that the colloids diffuse far less rapidly
than molecular substances because of their large size.

Diffusion Through the Cell Membrane

Diffusion through the cell membrane is divided into two
subtypes called simple diffusion and facilitated diffu-
sion. Simple diffusion means that kinetic movement of
molecules or ions occurs through a membrane opening
or through intermolecular spaces without any interaction
with carrier proteins in the membrane. The rate of diffu-
sion is determined by the amount of substance available,
the velocity of kinetic motion, and the number and sizes
of openings in the membrane through which the mole-
cules or ions can move.

Facilitated diffusion requires interaction of a carrier
protein. The carrier protein aids passage of the molecules
or ions through the membrane by binding chemically
with them and shuttling them through the membrane in
this form.

Simple diffusion can occur through the cell membrane
by two pathways: (1) through the interstices of the lipid
bilayer if the diffusing substance is lipid soluble and
(2) through watery channels that penetrate all the way
through some of the large transport proteins, as shown to
the left in Figure 4-2.

Diffusion of Lipid-Soluble Substances Through the
Lipid Bilayer. One ofthe mostimportant factors that deter-
mines how rapidly a substance diffuses through the lipid
bilayer is the lipid solubility of the substance. For instance,
the lipid solubilities of oxygen, nitrogen, carbon dioxide,
and alcohols are high, so all these can dissolve directly in
the lipid bilayer and diffuse through the cell membrane in
the same manner that diffusion of water solutes occurs in a
watery solution. For obvious reasons, the rate of diffusion of
each of these substances through the membrane is directly
proportional to its lipid solubility. Especially large amounts
of oxygen can be transported in this way; therefore, oxygen
can be delivered to the interior of the cell almost as though
the cell membrane did not exist.

Diffusion of Water and Other Lipid-Insoluble
Molecules Through Protein Channels. Even though
water is highly insoluble in the membrane lipids, it readily
passes through channels in protein molecules that pene-
trate all the way through the membrane. The rapidity with
which water molecules can move through most cell mem-
branes is astounding. As an example, the total amount of
water that diffuses in each direction through the red cell
membrane during each second is about 100 times as great
as the volume of the red cell itself.



Other lipid-insoluble molecules can pass through the
protein pore channels in the same way as water molecules
if they are water soluble and small enough. However, as
they become larger, their penetration falls off rapidly.
For instance, the diameter of the urea molecule is only
20 percent greater than that of water, yet its penetration
through the cell membrane pores is about 1000 times less
than that of water. Even so, given the astonishing rate of
water penetration, this amount of urea penetration still
allows rapid transport of urea through the membrane
within minutes.

Diffusion Through Protein Pores and Channels—
Selective Permeability and "Gating” of Channels

Computerized three-dimensional reconstructions of pro-
tein pores and channels have demonstrated tubular path-
ways all the way from the extracellular to the intracellular
fluid. Therefore, substances can move by simple diffusion
directly along these pores and channels from one side of
the membrane to the other.

Pores are composed of integral cell membrane pro-
teins that form open tubes through the membrane and
are always open. However, the diameter of a pore and its
electrical charges provide selectivity that permits only
certain molecules to pass through. For example, protein
pores, called aquaporins or water channels, permit rapid
passage of water through cell membranes but exclude
other molecules. At least 13 different types of aquaporins
have been found in various cells of the human body.
Aquaporins have a narrow pore that permits water mol-
ecules to diffuse through the membrane in single file. The
pore is too narrow to permit passage of any hydrated ions.
As discussed in Chapters 29 and 75, the density of some
aquaporins (e.g., aquaporin-2) in cell membranes is not
static but is altered in different physiological conditions.

The protein channels are distinguished by two impor-
tant characteristics: (1) They are often selectively perme-
able to certain substances, and (2) many of the channels
can be opened or closed by gates that are regulated by
electrical signals (voltage-gated channels) or chemicals
that bind to the channel proteins (ligand-gated channels).

Selective Permeability of Protein Channels. Many
of the protein channels are highly selective for transport of
one or more specific ions or molecules. This results from
the characteristics of the channel itself, such as its diam-
eter, its shape, and the nature of the electrical charges and
chemical bonds along its inside surfaces.

Potassium channels permit passage of potassium ions
across the cell membrane about 1000 times more readily
than they permit passage of sodium ions. This high degree
of selectivity, however, cannot be explained entirely by
molecular diameters of the ions since potassium ions
are slightly larger than sodium ions. What is the mech-
anism for this remarkable ion selectivity? This question
was partially answered when the structure of a bacterial
potassium channel was determined by x-ray crystallogra-
phy. Potassium channels were found to have a tetrameric
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Pore loop

Outside Selectivity

filter

Inside

Figure 4-4 The structure of a potassium channel. The channel is
composed of four subunits (only two are shown), each with two
transmembrane helices. A narrow selectivity filter is formed from
the pore loops and carbonyl oxygens line the walls of the selectivity
filter, forming sites for transiently binding dehydrated potassium
ions. The interaction of the potassium ions with carbonyl oxygens
causes the potassium ions to shed their bound water molecules, per-
mitting the dehydrated potassium ions to pass through the pore.

structure consisting of four identical protein subunits sur-
rounding a central pore (Figure 4-4). At the top of the
channel pore are pore loops that form a narrow selectiv-
ity filter. Lining the selectivity filter are carbonyl oxygens.
When hydrated potassium ions enter the selectivity filter,
they interact with the carbonyl oxygens and shed most of
their bound water molecules, permitting the dehydrated
potassium ions to pass through the channel. The carbo-
nyl oxygens are too far apart, however, to enable them to
interact closely with the smaller sodium ions, which are
therefore effectively excluded by the selectivity filter from
passing through the pore.

Different selectivity filters for the various ion channels
are believed to determine, in large part, the specificity of
the channel for cations or anions or for particular ions,
such as Na*, K¥, and Ca**, that gain access to the channel.

One of the most important of the protein channels, the
sodium channel, is only 0.3 by 0.5 nanometer in diame-
ter, but more important, the inner surfaces of this chan-
nel are lined with amino acids that are strongly negatively
charged, as shown by the negative signs inside the chan-
nel proteins in the top panel of Figure 4-5. These strong
negative charges can pull small dehydrated sodium ions
into these channels, actually pulling the sodium ions away
from their hydrating water molecules. Once in the chan-
nel, the sodium ions diffuse in either direction according
to the usual laws of diffusion. Thus, the sodium channel is
specifically selective for passage of sodium ions.
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Figure 4-5 Transport of sodium and potassium ions through
protein channels. Also shown are conformational changes in the
protein molecules to open or close “gates” guarding the channels.

Gating of Protein Channels. Gating of protein chan-
nels provides a means of controlling ion permeability of
the channels. This is shown in both panels of Figure 4-5
for selective gating of sodium and potassium ions. It is
believed that some of the gates are actual gatelike exten-
sions of the transport protein molecule, which can close
the opening of the channel or can be lifted away from the
opening by a conformational change in the shape of the
protein molecule itself.

The opening and closing of gates are controlled in two
principal ways:

1. Voltage gating. In this instance, the molecular confor-
mation of the gate or of its chemical bonds responds to
the electrical potential across the cell membrane. For
instance, in the top panel of Figure 4-5, when there is
a strong negative charge on the inside of the cell mem-
brane, this presumably could cause the outside sodium
gates to remain tightly closed; conversely, when the
inside of the membrane loses its negative charge,
these gates would open suddenly and allow tremen-
dous quantities of sodium to pass inward through the
sodium pores. This is the basic mechanism for elicit-
ing action potentials in nerves that are responsible for
nerve signals. In the bottom panel of Figure 4-5, the
potassium gates are on the intracellular ends of the
potassium channels, and they open when the inside
of the cell membrane becomes positively charged. The
opening of these gates is partly responsible for termi-
nating the action potential, as is discussed more fully in
Chapter 5.

2. Chemical (ligand) gating. Some protein channel gates
are opened by the binding of a chemical substance (a
ligand) with the protein; this causes a conformational or
chemical bonding change in the protein molecule that
opens or closes the gate. This is called chemical gating
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or ligand gating. One of the most important instances of
chemical gating is the effect of acetylcholine on the so-
called acetylcholine channel. Acetylcholine opens the
gate of this channel, providing a negatively charged pore
about 0.65 nanometer in diameter that allows uncharged
molecules or positive ions smaller than this diameter to
pass through. This gate is exceedingly important for
the transmission of nerve signals from one nerve cell to
another (see Chapter 45) and from nerve cells to muscle
cells to cause muscle contraction (see Chapter 7).

Open-State Versus Closed-State of Gated
Channels. Figure 4-6A shows an especially interest-
ing characteristic of most voltage-gated channels. This
figure shows two recordings of electrical current flow-
ing through a single sodium channel when there was an
approximate 25-millivolt potential gradient across the
membrane. Note that the channel conducts current either
“all or none” That is, the gate of the channel snaps open
and then snaps closed, each open state lasting for only a
fraction of a millisecond up to several milliseconds. This
demonstrates the rapidity with which changes can occur
during the opening and closing of the protein molecular
gates. At one voltage potential, the channel may remain
closed all the time or almost all the time, whereas at
another voltage level, it may remain open either all or
most of the time. At in-between voltages, as shown in the
figure, the gates tend to snap open and closed intermit-
tently, giving an average current flow somewhere between
the minimum and the maximum.

Patch-Clamp Method for Recording lon Current
Flow Through Single Channels. One might won-
der how it is technically possible to record ion current
flow through single protein channels as shown in Figure
4-6A. This has been achieved by using the “patch-clamp”
method illustrated in Figure 4-6B. Very simply, a micropi-
pette, having a tip diameter of only 1 or 2 micrometers,
is abutted against the outside of a cell membrane. Then
suction is applied inside the pipette to pull the membrane
against the tip of the pipette. This creates a seal where the
edges of the pipette touch the cell membrane. The result
is a minute membrane “patch” at the tip of the pipette
through which electrical current flow can be recorded.

Alternatively, as shown to the right in Figure 4-6B, the
small cell membrane patch at the end of the pipette can be
torn away from the cell. The pipette with its sealed patch
is then inserted into a free solution. This allows the con-
centrations of ions both inside the micropipette and in the
outside solution to be altered as desired. Also, the volt-
age between the two sides of the membrane can be set at
will—that is, “clamped” to a given voltage.

It has been possible to make such patches small enough
so that only a single channel protein is found in the mem-
brane patch being studied. By varying the concentrations
of different ions, as well as the voltage across the mem-
brane, one can determine the transport characteristics of
the single channel and also its gating properties.
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Figure 4-6 A, Record of current flow through a single voltage-
gated sodium channel, demonstrating the “all or none” princi-
ple for opening and closing of the channel. B, The “patch-clamp”
method for recording current flow through a single protein channel.
To the left, recording is performed from a “patch” of a living cell
membrane. To the right, recording is from a membrane patch that
has been torn away from the cell.

Facilitated Diffusion

Facilitated diffusion is also called carrier-mediated
diffusion because a substance transported in this manner
diffuses through the membrane using a specific carrier
protein to help. That is, the carrier facilitates diffusion of
the substance to the other side.

Facilitated diffusion differs from simple diffusion in
the following important way: Although the rate of simple
diffusion through an open channel increases proportion-
ately with the concentration of the diffusing substance,
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Simple diffusion

max

Facilitated
diffusion

Rate of diffusion

Concentration of substance

Figure 4-7 Effect of concentration of a substance on rate of diffu-
sion through a membrane by simple diffusion and facilitated diffu-
sion. This shows that facilitated diffusion approaches a maximum
rate called theV __

in facilitated diffusion the rate of diffusion approaches a
maximum, called V__ as the concentration of the diffusing
substance increases. This difference between simple
diffusion and facilitated diffusion is demonstrated in
Figure 4-7. The figure shows that as the concentration
of the diffusing substance increases, the rate of simple
diffusion continues to increase proportionately, but in the
case of facilitated diffusion, the rate of diffusion cannot
rise greater than the V,__level.

What is it that limits the rate of facilitated diffusion?
A probable answer is the mechanism illustrated in Figure
4-8. This figure shows a carrier protein with a pore large
enough to transport a specific molecule partway through.
It also shows a binding “receptor” on the inside of the
protein carrier. The molecule to be transported enters the
pore and becomes bound. Then, in a fraction of a second,
a conformational or chemical change occurs in the carrier
protein, so the pore now opens to the opposite side of the
membrane. Because the binding force of the receptor is
weak, the thermal motion of the attached molecule causes

Transported
molecule \O

Binding point

1
1
Ny

Carrier protein
and
conformational
change
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1

v Release

O of binding

Figure 4-8 Postulated mechanism for facilitated diffusion.

49

Il LINN




Unitll  Membrane Physiology, Nerve, and Muscle

it to break away and to be released on the opposite side of
the membrane. The rate at which molecules can be trans-
ported by this mechanism can never be greater than the
rate at which the carrier protein molecule can undergo
change back and forth between its two states. Note spe-
cifically, though, that this mechanism allows the trans-
ported molecule to move—that is, to “diffuse”—in either
direction through the membrane.

Among the most important substances that cross cell
membranes by facilitated diffusion are glucose and most of
the amino acids. In the case of glucose, at least five glucose
transporter molecules have been discovered in various
tissues. Some of these can also transport other monosac-
charides that have structures similar to that of glucose,
including galactose and fructose. One of these, glucose
transporter 4 (GLUT4), is activated by insulin, which can
increase the rate of facilitated diffusion of glucose as much
as 10-fold to 20-fold in insulin-sensitive tissues. This is the
principal mechanism by which insulin controls glucose
use in the body, as discussed in Chapter 78.

Factors That Affect Net Rate of Diffusion

By now it is evident that many substances can diffuse
through the cell membrane. What is usually important
is the net rate of diffusion of a substance in the desired
direction. This net rate is determined by several factors.

Net Diffusion Rate Is Proportional to the
Concentration Difference Across a Membrane. Figure
4-9A shows a cell membrane with a substance in high con-
centration on the outside and low concentration on the
inside. The rate at which the substance diffuses inward
is proportional to the concentration of molecules on
the outside because this concentration determines how
many molecules strike the outside of the membrane each
second. Conversely, the rate at which molecules diffuse
outward is proportional to their concentration inside the
membrane. Therefore, the rate of net diffusion into the
cell is proportional to the concentration on the outside
minus the concentration on the inside, or:

Net diffusion o< (C,-C)

in which C_is concentration outside and C, is concentra-
tion inside.

Effect of Membrane Electrical Potential on
Diffusion of lons—The “Nernst Potential.” If an
electrical potential is applied across the membrane, as
shown in Figure 4-9B, the electrical charges of the ions
cause them to move through the membrane even though
no concentration difference exists to cause movement.
Thus, in the left panel of Figure 4-9B, the concentration
of negative ions is the same on both sides of the mem-
brane, but a positive charge has been applied to the right
side of the membrane and a negative charge to the left,
creating an electrical gradient across the membrane.
The positive charge attracts the negative ions, whereas
the negative charge repels them. Therefore, net diffusion

50

Outside Inside
@y
— o
o (Co—=—"—>¢C N\ o
o QgﬁgQ Y
i 0¥
A Membrane
ﬂ_Q__ + - o
0O 0_00_ B - _O —ﬁQ_
vy vy Nes bodgoe?
e e )
7 N i A _ ) o-
= . S Ny &
s 0 LAY
BY 0 0
e s PN Y
Y AT
Piston P, \ &—>P,
NS
> o\ ¢ VN e

C

Figure 4-9 Effect of concentration difference (A), electrical poten-
tial difference affecting negative ions (B), and pressure differ-
ence (C) to cause diffusion of molecules and ions through a cell
membrane.

occurs from left to right. After some time, large quan-
tities of negative ions have moved to the right, creating
the condition shown in the right panel of Figure 4-9B, in
which a concentration difference of the ions has devel-
oped in the direction opposite to the electrical potential
difference. The concentration difference now tends to
move the ions to the left, while the electrical difference
tends to move them to the right. When the concentration
difference rises high enough, the two effects balance each
other. At normal body temperature (37°C), the electrical
difference that will balance a given concentration differ-
ence of univalent ions—such as sodium (Na*) ions—can
be determined from the following formula, called the
Nernst equation:

EMF (in millivolts)= +61 log%

2

in which EMF is the electromotive force (voltage) between
side 1 and side 2 of the membrane, C, is the concentra-
tion on side 1, and C, is the concentration on side 2. This
equation is extremely important in understanding the
transmission of nerve impulses and is discussed in much
greater detail in Chapter 5.

Effect of a Pressure Difference Across the
Membrane. At times, considerable pressure difference
develops between the two sides of a diffusible membrane.



This occurs, for instance, at the blood capillary membrane
in all tissues of the body. The pressure is about 20mm Hg
greater inside the capillary than outside.

Pressure actually means the sum of all the forces of the
different molecules striking a unit surface area at a given
instant. Therefore, when the pressure is higher on one
side of a membrane than on the other, this means that the
sum of all the forces of the molecules striking the channels
on that side of the membrane is greater than on the other
side. In most instances, this is caused by greater numbers
of molecules striking the membrane per second on one
side than on the other side. The result is that increased
amounts of energy are available to cause net movement
of molecules from the high-pressure side toward the low-
pressure side. This effect is demonstrated in Figure 4-9C,
which shows a piston developing high pressure on one
side of a “pore,” thereby causing more molecules to strike
the pore on this side and, therefore, more molecules to
“diffuse” to the other side.

Osmosis Across Selectively Permeable
Membranes—"Net Diffusion” of Water

By far the most abundant substance that diffuses through
the cell membrane is water. Enough water ordinarily dif-
fuses in each direction through the red cell membrane
per second to equal about 100 times the volume of the cell
itself. Yet normally the amount that diffuses in the two
directions is balanced so precisely that zero net move-
ment of water occurs. Therefore, the volume of the cell
remains constant. However, under certain conditions, a
concentration difference for water can develop across a
membrane, just as concentration differences for other
substances can occur. When this happens, net movement
of water does occur across the cell membrane, causing the
cell either to swell or shrink, depending on the direction
of the water movement. This process of net movement
of water caused by a concentration difference of water is
called osmosis.

To give an example of osmosis, let us assume the con-
ditions shown in Figure 4-10, with pure water on one
side of the cell membrane and a solution of sodium chlo-
ride on the other side. Water molecules pass through the
cell membrane with ease, whereas sodium and chloride
ions pass through only with difficulty. Therefore, sodium
chloride solution is actually a mixture of permeant water
molecules and nonpermeant sodium and chloride ions,
and the membrane is said to be selectively permeable to
water but much less so to sodium and chloride ions. Yet
the presence of the sodium and chloride has displaced
some of the water molecules on the side of the membrane
where these ions are present and, therefore, has reduced
the concentration of water molecules to less than that of
pure water. As a result, in the example of Figure 4-10, more
water molecules strike the channels on the left side, where
there is pure water, than on the right side, where the water
concentration has been reduced. Thus, net movement of
water occurs from left to right—that is, osmosis occurs
from the pure water into the sodium chloride solution.

Chapter 4 Transport of Substances Through Cell Membranes

Water NaCl solution

Osmosis

Figure 4-10 Osmosis at a cell membrane when a sodium chloride
solution is placed on one side of the membrane and water is placed
on the other side.

Osmotic Pressure

If in Figure 4-10 pressure were applied to the sodium chlo-
ride solution, osmosis of water into this solution would
be slowed, stopped, or even reversed. The exact amount
of pressure required to stop osmosis is called the osmotic
pressure of the sodium chloride solution.

The principle of a pressure difference opposing osmo-
sis is demonstrated in Figure 4-11, which shows a selec-
tively permeable membrane separating two columns of
fluid, one containing pure water and the other contain-
ing a solution of water and any solute that will not pen-
etrate the membrane. Osmosis of water from chamber B
into chamber A causes the levels of the fluid columns to
become farther and farther apart, until eventually a pres-
sure difference develops between the two sides of the
membrane great enough to oppose the osmotic effect.
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Figure 4-11 Demonstration of osmotic pressure caused by osmosis
at a semipermeable membrane.
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The pressure difference across the membrane at this point
is equal to the osmotic pressure of the solution that con-
tains the nondiffusible solute.

Importance of Number of Osmotic Particles (Molar
Concentration) in Determining Osmotic Pressure. The
osmotic pressure exerted by particles in a solution,
whether they are molecules or ions, is determined by
the number of particles per unit volume of fluid, not by
the mass of the particles. The reason for this is that each
particle in a solution, regardless of its mass, exerts, on
average, the same amount of pressure against the mem-
brane. That is, large particles, which have greater mass
(m) than small particles, move at slower velocities (v).
The small particles move at higher velocities in such a
way that their average kinetic energies (k), determined
by the equation

k=

2

are the same for each small particle as for each large parti-
cle. Consequently, the factor that determines the osmotic
pressure of a solution is the concentration of the solution
in terms of number of particles (which is the same as its
molar concentration if it is a nondissociated molecule),
not in terms of mass of the solute.

“Osmolality”—The Osmole. To express the concen-
tration of a solution in terms of numbers of particles, the
unit called the osmole is used in place of grams.

One osmole is 1 gram molecular weight of osmoti-
cally active solute. Thus, 180 grams of glucose, which is 1
gram molecular weight of glucose, is equal to 1 osmole of
glucose because glucose does not dissociate into ions. If a
solute dissociates into two ions, 1 gram molecular weight
of the solute will become 2 osmoles because the number
of osmotically active particles is now twice as great as is
the case for the nondissociated solute. Therefore, when
fully dissociated, 1 gram molecular weight of sodium
chloride, 58.5 grams, is equal to 2 osmoles.

Thus, a solution that has 1 osmole of solute dissolved
in each kilogram of water is said to have an osmolality
of 1 osmole per kilogram, and a solution that has 1/1000
osmole dissolved per kilogram has an osmolality of 1
milliosmole per kilogram. The normal osmolality of the
extracellular and intracellular fluids is about 300 millios-
moles per kilogram of water.

Relation of Osmolality to Osmotic Pressure. At nor-
mal body temperature, 37°C, a concentration of 1 osmole
per liter will cause 19,300 mm Hg osmotic pressure in the
solution. Likewise, I milliosmole per liter concentration is
equivalent to 19.3mm Hg osmotic pressure. Multiplying
this value by the 300 milliosmolar concentration of the
body fluids gives a total calculated osmotic pressure of the
body fluids of 5790 mm Hg. The measured value for this,
however, averages only about 5500 mm Hg. The reason
for this difference is that many of the ions in the body flu-
ids, such as sodium and chloride ions, are highly attracted
to one another; consequently, they cannot move entirely
unrestrained in the fluids and create their full osmotic
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pressure potential. Therefore, on average, the actual
osmotic pressure of the body fluids is about 0.93 times
the calculated value.

The Term “Osmolarity.” Osmolarity is the osmolar con-
centration expressed as osmoles per liter of solution rather
than osmoles per kilogram of water. Although, strictly
speaking, it is osmoles per kilogram of water (osmolality)
that determines osmotic pressure, for dilute solutions such
as those in the body, the quantitative differences between
osmolarity and osmolality are less than 1 percent. Because
it is far more practical to measure osmolarity than osmo-
lality, this is the usual practice in almost all physiological
studies.

“Active Transport” of Substances
Through Membranes

At times, a large concentration of a substance is required
in the intracellular fluid even though the extracellular
fluid contains only a small concentration. This is true, for
instance, for potassium ions. Conversely, it is important
to keep the concentrations of other ions very low inside
the cell even though their concentrations in the extra-
cellular fluid are great. This is especially true for sodium
ions. Neither of these two effects could occur by sim-
ple diffusion because simple diffusion eventually equili-
brates concentrations on the two sides of the membrane.
Instead, some energy source must cause excess move-
ment of potassium ions to the inside of cells and excess
movement of sodium ions to the outside of cells. When a
cell membrane moves molecules or ions “uphill” against a
concentration gradient (or “uphill” against an electrical or
pressure gradient), the process is called active transport.

Different substances that are actively transported
through at least some cell membranes include sodium
ions, potassium ions, calcium ions, iron ions, hydro-
gen ions, chloride ions, iodide ions, urate ions, several
different sugars, and most of the amino acids.

Primary Active Transport and Secondary Active
Transport. Active transport is divided into two types
according to the source of the energy used to cause the
transport: primary active transport and secondary active
transport. In primary active transport, the energy is
derived directly from breakdown of adenosine triphos-
phate (ATP) or of some other high-energy phosphate
compound. In secondary active transport, the energy is
derived secondarily from energy that has been stored in
the form of ionic concentration differences of second-
ary molecular or ionic substances between the two sides
of a cell membrane, created originally by primary active
transport. In both instances, transport depends on carrier
proteins that penetrate through the cell membrane, as is
true for facilitated diffusion. However, in active transport,
the carrier protein functions differently from the carrier
in facilitated diffusion because it is capable of imparting
energy to the transported substance to move it against the



electrochemical gradient. Following are some examples
of primary active transport and secondary active trans-
port, with more detailed explanations of their principles
of function.

Primary Active Transport
Sodium-Potassium Pump

Among the substances that are transported by pri-
mary active transport are sodium, potassium, calcium,
hydrogen, chloride, and a few other ions.

The active transport mechanism that has been stud-
ied in greatest detail is the sodium-potassium (Na*-K*)
pump, a transport process that pumps sodium ions out-
ward through the cell membrane of all cells and at the
same time pumps potassium ions from the outside to
the inside. This pump is responsible for maintaining the
sodium and potassium concentration differences across
the cell membrane, as well as for establishing a negative
electrical voltage inside the cells. Indeed, Chapter 5 shows
that this pump is also the basis of nerve function, trans-
mitting nerve signals throughout the nervous system.

Figure 4-12 shows the basic physical components of
the Na*-K* pump. The carrier protein is a complex of
two separate globular proteins: a larger one called the a
subunit, with a molecular weight of about 100,000, and a
smaller one called the B subunit, with a molecular weight
of about 55,000. Although the function of the smaller pro-
tein is not known (except that it might anchor the protein
complex in the lipid membrane), the larger protein has
three specific features that are important for the function-
ing of the pump:

1. It has three receptor sites for binding sodium ions on
the portion of the protein that protrudes to the inside
of the cell.

2. It has two receptor sites for potassium ions on the
outside.

3. The inside portion of this protein near the sodium
binding sites has ATPase activity.

Outside 3Na*

Inside 2K* Pi

Figure 4-12 Postulated mechanism of the sodium-potassium
pump. ADP, adenosine diphosphate; ATP, adenosine triphosphate;
Pi, phosphate ion.
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When two potassium ions bind on the outside of
the carrier protein and three sodium ions bind on the
inside, the ATPase function of the protein becomes acti-
vated. This then cleaves one molecule of ATP, splitting it
to adenosine diphosphate (ADP) and liberating a high-
energy phosphate bond of energy. This liberated energy
is then believed to cause a chemical and conformational
change in the protein carrier molecule, extruding the
three sodium ions to the outside and the two potassium
ions to the inside.

As with other enzymes, the Na™-K* ATPase pump can
run in reverse. If the electrochemical gradients for Na* and
K* are experimentally increased enough so that the energy
stored in their gradients is greater than the chemical energy
of ATP hydrolysis, these ions will move down their concen-
tration gradients and the Na*-K* pump will synthesize ATP
from ADP and phosphate. The phosphorylated form of the
Na*-K* pump, therefore, can either donate its phosphate to
ADP to produce ATP or use the energy to change its con-
formation and pump Na* out of the cell and K* into the cell.
The relative concentrations of ATP, ADP, and phosphate, as
well as the electrochemical gradients for Na* and K*, deter-
mine the direction of the enzyme reaction. For some cells,
such as electrically active nerve cells, 60 to 70 percent of the
cells’” energy requirement may be devoted to pumping Na*
out of the cell and K* into the cell.

The Na*-K* Pump Is Important For Controlling Cell
Volume. One of the most important functions of the
Na*-K* pump is to control the volume of each cell.
Without function of this pump, most cells of the body
would swell until they burst. The mechanism for control-
ling the volume is as follows: Inside the cell are large num-
bers of proteins and other organic molecules that cannot
escape from the cell. Most of these are negatively charged
and therefore attract large numbers of potassium, sodium,
and other positive ions as well. All these molecules and
ions then cause osmosis of water to the interior of the
cell. Unless this is checked, the cell will swell indefinitely
until it bursts. The normal mechanism for preventing this
is the Na*-K* pump. Note again that this device pumps
three Na* ions to the outside of the cell for every two K*
ions pumped to the interior. Also, the membrane is far
less permeable to sodium ions than to potassium ions,
so once the sodium ions are on the outside, they have a
strong tendency to stay there. Thus, this represents a net
loss of ions out of the cell, which initiates osmosis of water
out of the cell as well.

If a cell begins to swell for any reason, this automati-
cally activates the Na™-K* pump, moving still more ions
to the exterior and carrying water with them. Therefore,
the Na*-K* pump performs a continual surveillance role
in maintaining normal cell volume.

Electrogenic Nature of the Na*-K* Pump. The fact that
the Na*-K* pump moves three Na* ions to the exterior for
every two K* ions to the interior means that a net of one
positive charge is moved from the interior of the cell to the
exterior for each cycle of the pump. This creates positivity
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outside the cell but leaves a deficit of positive ions inside the
cell; that is, it causes negativity on the inside. Therefore, the
Na*-K* pump is said to be electrogenic because it creates an
electrical potential across the cell membrane. As discussed
in Chapter 5, this electrical potential is a basic requirement
in nerve and muscle fibers for transmitting nerve and mus-
cle signals.

Primary Active Transport of Calcium lons

Another important primary active transport mechanism
is the calcium pump. Calcium ions are normally main-
tained at extremely low concentration in the intracellular
cytosol of virtually all cells in the body, at a concentration
about 10,000 times less than that in the extracellular fluid.
This is achieved mainly by two primary active transport
calcium pumps. One is in the cell membrane and pumps
calcium to the outside of the cell. The other pumps cal-
cium ions into one or more of the intracellular vesicular
organelles of the cell, such as the sarcoplasmic reticu-
lum of muscle cells and the mitochondria in all cells. In
each of these instances, the carrier protein penetrates the
membrane and functions as an enzyme ATPase, having
the same capability to cleave ATP as the ATPase of the
sodium carrier protein. The difference is that this protein
has a highly specific binding site for calcium instead of
for sodium.

Primary Active Transport of Hydrogen lons

At two places in the body, primary active transport of
hydrogen ions is important: (1) in the gastric glands of the
stomach and (2) in the late distal tubules and cortical col-
lecting ducts of the kidneys.

In the gastric glands, the deep-lying parietal cells have
the most potent primary active mechanism for trans-
porting hydrogen ions of any part of the body. This is
the basis for secreting hydrochloric acid in the stomach
digestive secretions. At the secretory ends of the gas-
tric gland parietal cells, the hydrogen ion concentration
is increased as much as a millionfold and then released
into the stomach along with chloride ions to form hydro-
chloric acid.

In the renal tubules are special intercalated cells in the
late distal tubules and cortical collecting ducts that also
transport hydrogen ions by primary active transport. In
this case, large amounts of hydrogen ions are secreted
from the blood into the urine for the purpose of elimi-
nating excess hydrogen ions from the body fluids. The
hydrogen ions can be secreted into the urine against a
concentration gradient of about 900-fold.

Energetics of Primary Active Transport

The amount of energy required to transport a substance
actively through a membrane is determined by how
much the substance is concentrated during transport.
Compared with the energy required to concentrate a sub-
stance 10-fold, to concentrate it 100-fold requires twice
as much energy, and to concentrate it 1000-fold requires
three times as much energy. In other words, the energy
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required is proportional to the logarithm of the degree
that the substance is concentrated, as expressed by the
following formula:

C
Energy (in calories per osmole)=1400 logc—1
2

Thus, in terms of calories, the amount of energy
required to concentrate 1 osmole of a substance 10-fold
is about 1400 calories; or to concentrate it 100-fold, 2800
calories. One can see that the energy expenditure for con-
centrating substances in cells or for removing substances
from cells against a concentration gradient can be tremen-
dous. Some cells, such as those lining the renal tubules
and many glandular cells, expend as much as 90 percent
of their energy for this purpose alone.

Secondary Active Transport—Co-Transport
and Counter-Transport

When sodium ions are transported out of cells by pri-
mary active transport, a large concentration gradient of
sodium ions across the cell membrane usually develops—
high concentration outside the cell and low concentration
inside. This gradient represents a storehouse of energy
because the excess sodium outside the cell membrane is
always attempting to diffuse to the interior. Under appro-
priate conditions, this diffusion energy of sodium can pull
other substances along with the sodium through the cell
membrane. This phenomenon is called co-transport; it is
one form of secondary active transport.

For sodium to pull another substance along with it,
a coupling mechanism is required. This is achieved by
means of still another carrier protein in the cell mem-
brane. The carrier in this instance serves as an attachment
point for both the sodium ion and the substance to be
co-transported. Once they both are attached, the energy
gradient of the sodium ion causes both the sodium ion
and the other substance to be transported together to the
interior of the cell.

In counter-transport, sodium ions again attempt to
diffuse to the interior of the cell because of their large
concentration gradient. However, this time, the substance
to be transported is on the inside of the cell and must be
transported to the outside. Therefore, the sodium ion
binds to the carrier protein where it projects to the exte-
rior surface of the membrane, while the substance to be
counter-transported binds to the interior projection of
the carrier protein. Once both have bound, a conforma-
tional change occurs, and energy released by the sodium
ion moving to the interior causes the other substance to
move to the exterior.

Co-Transport of Glucose and Amino Acids
Along with Sodium lons

Glucose and many amino acids are transported into most
cells against large concentration gradients; the mecha-
nism of this is entirely by co-transport, as shown in Figure
4-13. Note that the transport carrier protein has two
binding sites on its exterior side, one for sodium and one
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for glucose. Also, the concentration of sodium ions is high
on the outside and low inside, which provides energy for
the transport. A special property of the transport protein
is that a conformational change to allow sodium move-
ment to the interior will not occur until a glucose mol-
ecule also attaches. When they both become attached,
the conformational change takes place automatically, and
the sodium and glucose are transported to the inside of
the cell at the same time. Hence, this is a sodium-glucose
co-transport mechanism. Sodium-glucose co-transport-
ers are especially important mechanisms in transporting
glucose across renal and intestinal epithelial cells, as dis-
cussed in Chapters 27 and 65.

Sodium co-transport of the amino acids occurs in the
same manner as for glucose, except that it uses a differ-
ent set of transport proteins. Five amino acid transport
proteins have been identified, each of which is responsible
for transporting one subset of amino acids with specific
molecular characteristics.

Sodium co-transport of glucose and amino acids
occurs especially through the epithelial cells of the intes-
tinal tract and the renal tubules of the kidneys to promote
absorption of these substances into the blood, as is dis-
cussed in later chapters.

Other important co-transport mechanisms in at least
some cells include co-transport of chloride ions, iodine
ions, iron ions, and urate ions.

Sodium Counter-Transport of Calcium
and Hydrogen lons

Two especially important counter-transport mechanisms
(transport in a direction opposite to the primary ion) are
sodium-calcium counter-transport and sodium-hydrogen
counter-transport (Figure 4-14).

Sodium-calcium counter-transport occurs through all
or almost all cell membranes, with sodium ions moving to
the interior and calcium ions to the exterior, both bound
to the same transport protein in a counter-transport
mode. This is in addition to primary active transport of
calcium that occurs in some cells.

Sodium-hydrogen counter-transport occurs in several
tissues. An especially important example is in the prox-
imal tubules of the kidneys, where sodium ions move
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Figure 4-14 Sodium counter-transport of calcium and hydrogen
ions.

from the lumen of the tubule to the interior of the tubu-
lar cell, while hydrogen ions are counter-transported into
the tubule lumen. As a mechanism for concentrating
hydrogen ions, counter-transport is not nearly as power-
ful as the primary active transport of hydrogen ions that
occurs in the more distal renal tubules, but it can trans-
port extremely large numbers of hydrogen ions, thus mak-
ing it a key to hydrogen ion control in the body fluids, as
discussed in detail in Chapter 30.

Active Transport Through Cellular Sheets

At many places in the body, substances must be trans-
ported all the way through a cellular sheet instead of simply
through the cell membrane. Transport of this type occurs
through the (1) intestinal epithelium, (2) epithelium of
the renal tubules, (3) epithelium of all exocrine glands, (4)
epithelium of the gallbladder, and (5) membrane of the
choroid plexus of the brain and other membranes.

The basic mechanism for transport of a substance
through a cellular sheet is (1) active transport through the
cell membrane on one side of the transporting cells in the
sheet, and then (2) either simple diffusion or facilitated diffu-
sion through the membrane on the opposite side of the cell.

Figure 4-15 shows a mechanism for transport of
sodium ions through the epithelial sheet of the intes-
tines, gallbladder, and renal tubules. This figure shows
that the epithelial cells are connected together tightly at
the luminal pole by means of junctions called “kisses”
The brush border on the luminal surfaces of the cells

Brush Basement
border membrane
S
Nat =———3p— Na*
Active © 9
——3p transport Osmosis Na+ 3
c [0
: P (2
=1 2 (0]
- =
——> Active Osmosis 7
transport Active T2 b
Na* Na* transport S>> )
Osmosis 7] >
Diffusion

Figure 4-15 Basic mechanism of active transport across a layer
of cells.
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is permeable to both sodium ions and water. Therefore,
sodium and water diffuse readily from the lumen into
the interior of the cell. Then, at the basal and lateral
membranes of the cells, sodium ions are actively trans-
ported into the extracellular fluid of the surrounding
connective tissue and blood vessels. This creates a high
sodium ion concentration gradient across these mem-
branes, which in turn causes osmosis of water as well.
Thus, active transport of sodium ions at the basolateral
sides of the epithelial cells results in transport not only
of sodium ions but also of water.

These are the mechanisms by which almost all the
nutrients, ions, and other substances are absorbed into the
blood from the intestine; they are also the way the same
substances are reabsorbed from the glomerular filtrate by
the renal tubules.

Throughout this text are numerous examples of the
different types of transport discussed in this chapter.
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CHAPTER 5

Membrane Potentials and Action Potentials

Electrical potentials exist
across the membranes of
virtually all cells of the body.
In addition, some cells,
such as nerve and muscle
cells, are capable of gen-
erating rapidly changing
electrochemical impulses at their membranes, and these
impulses are used to transmit signals along the nerve or
muscle membranes. In other types of cells, such as glan-
dular cells, macrophages, and ciliated cells, local changes
in membrane potentials also activate many of the cells’
functions. The present discussion is concerned with
membrane potentials generated both at rest and during
action by nerve and muscle cells.

Basic Physics of Membrane Potentials

Membrane Potentials Caused by Diffusion

“Diffusion Potential” Caused by an lon Concentration
Difference on the Two Sides of the Membrane. In
Figure 5-14, the potassium concentration is great inside a
nerve fiber membrane but very low outside the membrane.
Let us assume that the membrane in this instance is per-
meable to the potassium ions but not to any other ions.
Because of the large potassium concentration gradient from
inside toward outside, there is a strong tendency for extra
numbers of potassium ions to diffuse outward through the
membrane. As they do so, they carry positive electrical
charges to the outside, thus creating electropositivity out-
side the membrane and electronegativity inside because of
negative anions that remain behind and do not diffuse out-
ward with the potassium. Within a millisecond or so, the
potential difference between the inside and outside, called
the diffusion potential, becomes great enough to block fur-
ther net potassium diffusion to the exterior, despite the high
potassium ion concentration gradient. In the normal mam-
malian nerve fiber, the potential difference required is about
94 millivolts, with negativity inside the fiber membrane.

Figure 5-1B shows the same phenomenon as in Figure
5-1A4, but this time with high concentration of sodium ions
outside the membrane and low sodium inside. These ions

are also positively charged. This time, the membrane is
highly permeable to the sodium ions but impermeable to
all other ions. Diffusion of the positively charged sodium
ions to the inside creates a membrane potential of oppo-
site polarity to that in Figure 5-1A4, with negativity outside
and positivity inside. Again, the membrane potential rises
high enough within milliseconds to block further net dif-
fusion of sodium ions to the inside; however, this time, in
the mammalian nerve fiber, the potential is about 61 mil-
livolts positive inside the fiber.

Thus, in both parts of Figure 5-1, we see that a concen-
tration difference of ions across a selectively permeable
membrane can, under appropriate conditions, create a mem-
brane potential. Later in this chapter, we show that many of
the rapid changes in membrane potentials observed dur-
ing nerve and muscle impulse transmission result from the
occurrence of such rapidly changing diffusion potentials.

Relation of the Diffusion Potential to the
Concentration Difference—The Nernst Potential.
The diffusion potential level across a membrane that
exactly opposes the net diffusion of a particular ion
through the membrane is called the Nerust potential
for that ion, a term that was introduced in Chapter 4.

DIFFUSION POTENTIALS

(Anions)™ Nerve fiber (Anions)™ Nerve fiber
+ = -+ -+, . _+
b= (Anions)™ _ + - B (Anions) "
//’::\\ M ///:"E\\ i —
+ = + + +/_ + + t -
---->K Na*<€----Na
\ 3 _’ s/ -+ AR v + -
1T > B + -
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(=94 mV) -+ (+61 mV) + -
+ - -+ -+ + -
+ - -+ -+ + -
A B

Figure 5-1 A, Establishment of a"diffusion” potential across a nerve
fiber membrane, caused by diffusion of potassium ions from inside
the cell to outside through a membrane that is selectively perme-
able only to potassium. B, Establishment of a "diffusion potential”
when the nerve fiber membrane is permeable only to sodium ions.
Note that the internal membrane potential is negative when potas-
sium ions diffuse and positive when sodium ions diffuse because of
opposite concentration gradients of these two ions.
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The magnitude of this Nernst potential is determined by
the ratio of the concentrations of that specific ion on the
two sides of the membrane. The greater this ratio, the
greater the tendency for the ion to diffuse in one direction,
and therefore the greater the Nernst potential required
to prevent additional net diffusion. The following equa-
tion, called the Nernst equation, can be used to calculate
the Nernst potential for any univalent ion at normal body
temperature of 98.6°F (37°C):

ciom insid
EMF (millivolts) = + 61 x log —oncentration inside

Concentration outside

where EMEF is electromotive force.

When using this formula, it is usually assumed that
the potential in the extracellular fluid outside the mem-
brane remains at zero potential, and the Nernst potential
is the potential inside the membrane. Also, the sign of the
potential is positive (+) if the ion diffusing from inside to
outside is a negative ion, and it is negative (-) if the ion is
positive. Thus, when the concentration of positive potas-
sium ions on the inside is 10 times that on the outside, the
log of 10 is 1, so the Nernst potential calculates to be —61
millivolts inside the membrane.

Calculation of the Diffusion Potential When the
Membrane Is Permeable to Several Different lons

When a membrane is permeable to several different ions,
the diffusion potential that develops depends on three fac-
tors: (1) the polarity of the electrical charge of each ion, (2)
the permeability of the membrane (P) to each ion, and (3) the
concentrations (C) of the respective ions on the inside (7) and
outside (o) of the membrane. Thus, the following formula,
called the Goldman equation, or the Goldman-Hodgkin-
Katz equation, gives the calculated membrane potential on
the inside of the membrane when two univalent positive
ions, sodium (Na*) and potassium (K*), and one univalent
negative ion, chloride (Cl"), are involved.

EMF (millivolts)
ChatPnatt CiiP +Ceip P

=-61 x log
Cial Prat + Gt Py +CoiiPer

Let us study the importance and the meaning of this
equation. First, sodium, potassium, and chloride ions are
the most important ions involved in the development of
membrane potentials in nerve and muscle fibers, as well as
in the neuronal cells in the nervous system. The concen-
tration gradient of each of these ions across the membrane
helps determine the voltage of the membrane potential.

Second, the degree of importance of each of the ions
in determining the voltage is proportional to the mem-
brane permeability for that particular ion. That is, if the
membrane has zero permeability to both potassium and
chloride ions, the membrane potential becomes entirely
dominated by the concentration gradient of sodium ions
alone, and the resulting potential will be equal to the
Nernst potential for sodium. The same holds for each of
the other two ions if the membrane should become selec-
tively permeable for either one of them alone.
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Third, a positive ion concentration gradient from inside
the membrane to the outside causes electronegativity
inside the membrane. The reason for this is that excess pos-
itive ions diffuse to the outside when their concentration is
higher inside than outside. This carries positive charges to
the outside but leaves the nondiffusible negative anions on
the inside, thus creating electronegativity on the inside. The
opposite effect occurs when there is a gradient for a nega-
tive ion. That is, a chloride ion gradient from the outside to
the inside causes negativity inside the cell because excess
negatively charged chloride ions diffuse to the inside, while
leaving the nondiffusible positive ions on the outside.

Fourth, as explained later, the permeability of the
sodium and potassium channels undergoes rapid changes
during transmission of a nerve impulse, whereas the per-
meability of the chloride channels does not change greatly
during this process. Therefore, rapid changes in sodium
and potassium permeability are primarily responsible for
signal transmission in neurons, which is the subject of
most of the remainder of this chapter.

Measuring the Membrane Potential

The method for measuring the membrane potential is
simple in theory but often difficult in practice because
of the small size of most of the fibers. Figure 5-2 shows
a small pipette filled with an electrolyte solution. The
pipette is impaled through the cell membrane to the
interior of the fiber. Then another electrode, called the
“indifferent electrode;” is placed in the extracellular fluid,
and the potential difference between the inside and
outside of the fiber is measured using an appropriate
voltmeter. This voltmeter is a highly sophisticated elec-
tronic apparatus that is capable of measuring small volt-
ages despite extremely high resistance to electrical flow
through the tip of the micropipette, which has a lumen
diameter usually less than 1 micrometer and a resistance
more than a million ohms. For recording rapid changes
in the membrane potential during transmission of nerve
impulses, the microelectrode is connected to an oscillo-
scope, as explained later in the chapter.

The lower part of Figure 5-2 shows the electrical poten-
tial that is measured at each point in or near the nerve
fiber membrane, beginning at the left side of the figure and

Silver—silver
chloride
electrode

t++++++++ MV) T+ ++++++

Figure 5-2 Measurement of the membrane potential of the nerve
fiber using a microelectrode.
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Figure 5-3 Distribution of positively and negatively charged ions
in the extracellular fluid surrounding a nerve fiber and in the fluid
inside the fiber; note the alignment of negative charges along the
inside surface of the membrane and positive charges along the
outside surface. The lower panel displays the abrupt changes in
membrane potential that occur at the membranes on the two
sides of the fiber.

passing to the right. As long as the electrode is outside the
nerve membrane, the recorded potential is zero, which is
the potential of the extracellular fluid. Then, as the record-
ing electrode passes through the voltage change area at the
cell membrane (called the electrical dipole layer), the poten-
tial decreases abruptly to —90 millivolts. Moving across the
center of the fiber, the potential remains at a steady —90-mil-
livolt level but reverses back to zero the instant it passes
through the membrane on the opposite side of the fiber.

To create a negative potential inside the membrane,
only enough positive ions to develop the electrical dipole
layer at the membrane itself must be transported out-
ward. All the remaining ions inside the nerve fiber can be
both positive and negative, as shown in the upper panel
of Figure 5-3. Therefore, an incredibly small number of
ions must be transferred through the membrane to estab-
lish the normal “resting potential” of —90 millivolts inside
the nerve fiber; this means that only about 1/3,000,000
to 1/100,000,000 of the total positive charges inside the
fiber must be transferred. Also, an equally small number
of positive ions moving from outside to inside the fiber
can reverse the potential from —90 millivolts to as much
as +35 millivolts within as little as 1/10,000 of a second.
Rapid shifting of ions in this manner causes the nerve sig-
nals discussed in subsequent sections of this chapter.

Resting Membrane Potential of Nerves

The resting membrane potential of large nerve fibers
when not transmitting nerve signals is about —90 milli-
volts. That is, the potential inside the fiber is 90 millivolts
more negative than the potential in the extracellular fluid
on the outside of the fiber. In the next few paragraphs, the
transport properties of the resting nerve membrane for
sodium and potassium and the factors that determine the
level of this resting potential are explained.

Chapter 5 Membrane Potentials and Action Potentials

Active Transport of Sodium and Potassium lons
Through the Membrane—The Sodium-Potassium
(Na*-K*) Pump. First, let us recall from Chapter 4 that
all cell membranes of the body have a powerful Na*-K*
pump that continually transports sodium ions to the out-
side of the cell and potassium ions to the inside, as illus-
trated on the left-hand side in Figure 5-4. Further, note
that this is an electrogenic pump because more positive
charges are pumped to the outside than to the inside
(three Na* ions to the outside for each two K* ions to the
inside), leaving a net deficit of positive ions on the inside;
this causes a negative potential inside the cell membrane.

The Na*-K* pump also causes large concentration gra-
dients for sodium and potassium across the resting nerve
membrane. These gradients are the following:

Na* (outside): 142 mEq/L
Na* (inside): 14 mEq/L
K* (outside): 4 mEq/L

K* (inside): 140 mEq/L

The ratios of these two respective ions from the inside to
the outside are

Na* . /Na* =0.1

inside outside

K+ . JK* =35.0

inside outside

Leakage of Potassium Through the Nerve
Membrane. The right side of Figure 5-4 shows a chan-
nel protein, sometimes called a “tandem pore domain’
potassium channel, or potassium (K*) “leak” channel, in the
nerve membrane through which potassium can leak even
in a resting cell. The basic structure of potassium chan-
nels was described in Chapter 4 (Figure 4-4). These K*
leak channels may also leak sodium ions slightly but are far
more permeable to potassium than to sodium, normally
about 100 times as permeable. As discussed later, this dif-
ferential in permeability is a key factor in determining the
level of the normal resting membrane potential.

Outside
3Na+ 2K+ Selectivit K+
electivity
filter, I{
\ H
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Na* K+
AT Na K* ADP K* "leak"
Na*-K* pump channels

Figure 5-4 Functional characteristics of the Na*-K* pump and of
the K* “leak” channels. ADP, adenosine diphosphate; ATP, adenos-
ine triphosphate. The K* “leak” channels also leak Na* ions into the
cell slightly, but are much more permeable to K*.
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Origin of the Normal Resting Membrane Potential

Figure 5-5 shows the important factors in the establish-
ment of the normal resting membrane potential of —90
millivolts. They are as follows.

Contribution of the Potassium Diffusion Potential.
In Figure 5-5A, we make the assumption that the only
movement of ions through the membrane is diffusion of
potassium ions, as demonstrated by the open channels
between the potassium symbols (K*) inside and outside
the membrane. Because of the high ratio of potassium
ions inside to outside, 35:1, the Nernst potential corre-
sponding to this ratio is —94 millivolts because the loga-
rithm of 35 is 1.54, and this multiplied by —61 millivolts is
-94 millivolts. Therefore, if potassium ions were the only
factor causing the resting potential, the resting potential

K+
4 mEq/L
DO
K+
140 mEqg/L (94 mV)
(-94 mV)
A
Na* K*
142 mEg/L 4 mEg/L
- DO
Na* K+
14 mEg/L 140 mEqg/L  (-86 mV)
(+61 mV) (=94 mV)
B
+ - -+
+ - -+
Diffusion s
Pt - =~
Na* )<>+—-*Na+ +
pump i
+ - -+
142 mEg/L * 14 mEg/L +
+ +
+ - -+
Diffusion i :
- e -
AT A M
pump +
+ - -+
4 mEqg/L + 140 mEq/L +
+ - -+
. (-90 mV) +
+ - -+
c (Anions)” , . (Anions)” .

Figure 5-5 Establishment of resting membrane potentials in
nerve fibers under three conditions: A, when the membrane
potential is caused entirely by potassium diffusion alone; B, when
the membrane potential is caused by diffusion of both sodium and
potassium ions; and C, when the membrane potential is caused by
diffusion of both sodium and potassium ions plus pumping of both
these ions by the Na*-K* pump.
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inside the fiber would be equal to —94 millivolts, as shown
in the figure.

Contribution of Sodium Diffusion Through the
Nerve Membrane. Figure 5-5B shows the addition of
slight permeability of the nerve membrane to sodium ions,
caused by the minute diffusion of sodium ions through
the K*-Na* leak channels. The ratio of sodium ions from
inside to outside the membrane is 0.1, and this gives a cal-
culated Nernst potential for the inside of the membrane of
+61 millivolts. But also shown in Figure 5-5B is the Nernst
potential for potassium diffusion of —94 millivolts. How
do these interact with each other, and what will be the
summated potential? This can be answered by using the
Goldman equation described previously. Intuitively, one
can see that if the membrane is highly permeable to potas-
sium but only slightly permeable to sodium, it is logical
that the diffusion of potassium contributes far more to the
membrane potential than does the diffusion of sodium. In
the normal nerve fiber, the permeability of the membrane
to potassium is about 100 times as great as its permeability
to sodium. Using this value in the Goldman equation gives
a potential inside the membrane of —86 millivolts, which is
near the potassium potential shown in the figure.

Contribution of the Na*-K* Pump. In Figure 5-5C,
the Na*-K* pump is shown to provide an additional contri-
bution to the resting potential. In this figure, there is con-
tinuous pumping of three sodium ions to the outside for
each two potassium ions pumped to the inside of the mem-
brane. The fact that more sodium ions are being pumped
to the outside than potassium to the inside causes con-
tinual loss of positive charges from inside the membrane;
this creates an additional degree of negativity (about —4
millivolts additional) on the inside beyond that which can
be accounted for by diffusion alone. Therefore, as shown
in Figure 5-5C, the net membrane potential with all these
factors operative at the same time is about —90 millivolts.

In summary, the diffusion potentials alone caused by
potassium and sodium diffusion would give a membrane
potential of about -86 millivolts, almost all of this being
determined by potassium diffusion. Then, an additional
-4 millivolts is contributed to the membrane potential by
the continuously acting electrogenic Na*-K* pump, giving
a net membrane potential of —90 millivolts.

Nerve Action Potential

Nerve signals are transmitted by action potentials, which
are rapid changes in the membrane potential that spread
rapidly along the nerve fiber membrane. Each action
potential begins with a sudden change from the normal
resting negative membrane potential to a positive potential
and then ends with an almost equally rapid change back to
the negative potential. To conduct a nerve signal, the action
potential moves along the nerve fiber until it comes to the
fiber’s end.
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Figure 5-6 Typical action potential recorded by the method

shown in the upper panel of the figure.

The upper panel of Figure 5-6 shows the changes that
occur at the membrane during the action potential, with
transfer of positive charges to the interior of the fiber at
its onset and return of positive charges to the exterior at
its end. The lower panel shows graphically the succes-
sive changes in membrane potential over a few 10,000ths
of a second, illustrating the explosive onset of the action
potential and the almost equally rapid recovery.

The successive stages of the action potential are as
follows.

Resting Stage. This is the resting membrane poten-
tial before the action potential begins. The membrane is
said to be “polarized” during this stage because of the -90
millivolts negative membrane potential that is present.

Depolarization Stage. At this time, the membrane
suddenly becomes permeable to sodium ions, allowing
tremendous numbers of positively charged sodium ions
to diffuse to the interior of the axon. The normal “polar-
ized” state of —90 millivolts is immediately neutralized
by the inflowing positively charged sodium ions, with
the potential rising rapidly in the positive direction. This
is called depolarization. In large nerve fibers, the great
excess of positive sodium ions moving to the inside causes
the membrane potential to actually “overshoot” beyond
the zero level and to become somewhat positive. In some
smaller fibers, as well as in many central nervous system
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neurons, the potential merely approaches the zero level
and does not overshoot to the positive state.

Repolarization Stage. Within a few 10,000ths of a
second after the membrane becomes highly permeable to
sodium ions, the sodium channels begin to close and the
potassium channels open more than normal. Then, rapid
diffusion of potassium ions to the exterior re-establishes
the normal negative resting membrane potential. This is
called repolarization of the membrane.

To explain more fully the factors that cause both depo-
larization and repolarization, we will describe the special
characteristics of two other types of transport channels
through the nerve membrane: the voltage-gated sodium
and potassium channels.

Voltage-Gated Sodium and Potassium Channels

The necessary actor in causing both depolarization and
repolarization of the nerve membrane during the action
potential is the voltage-gated sodium channel. A voltage-
gated potassium channel also plays an important role in
increasing the rapidity of repolarization of the membrane.
These two voltage-gated channels are in addition to the
Na*-K* pump and the K* leak channels.

Voltage-Gated Sodium Channel—Activation
and Inactivation of the Channel

The upper panel of Figure 5-7 shows the voltage-gated
sodium channel in three separate states. This channel
has two gates—one near the outside of the channel called
the activation gate, and another near the inside called the
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Figure 5-7 Characteristics of the voltage-gated sodium (top) and
potassium (bottom) channels, showing successive activation and
inactivation of the sodium channels and delayed activation of the
potassium channels when the membrane potential is changed
from the normal resting negative value to a positive value.
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inactivation gate. The upper left of the figure depicts the
state of these two gates in the normal resting membrane
when the membrane potential is —90 millivolts. In this
state, the activation gate is closed, which prevents any
entry of sodium ions to the interior of the fiber through
these sodium channels.

Activation of the Sodium Channel. When the
membrane potential becomes less negative than during
the resting state, rising from —90 millivolts toward zero,
it finally reaches a voltage—usually somewhere between
-70 and -50 millivolts—that causes a sudden conforma-
tional change in the activation gate, flipping it all the way
to the open position. This is called the activated state;
during this state, sodium ions can pour inward through
the channel, increasing the sodium permeability of the
membrane as much as 500- to 5000-fold.

Inactivation of the Sodium Channel. The upper right
panel of Figure 5-7 shows a third state of the sodium
channel. The same increase in voltage that opens the
activation gate also closes the inactivation gate. The
inactivation gate, however, closes a few 10,000ths of a
second after the activation gate opens. That is, the con-
formational change that flips the inactivation gate to the
closed state is a slower process than the conformational
change that opens the activation gate. Therefore, after the
sodium channel has remained open for a few 10,000ths
of a second, the inactivation gate closes, and sodium ions
no longer can pour to the inside of the membrane. At this
point, the membrane potential begins to recover back
toward the resting membrane state, which is the repolar-
ization process.

Another important characteristic of the sodium
channel inactivation process is that the inactivation gate
will not reopen until the membrane potential returns to
or near the original resting membrane potential level.
Therefore, it is usually not possible for the sodium
channels to open again without first repolarizing the
nerve fiber.

Voltage-Gated Potassium Channel and Its Activation

The lower panel of Figure 5-7 shows the voltage-gated
potassium channel in two states: during the resting state
(left) and toward the end of the action potential (right).
During the resting state, the gate of the potassium channel
is closed and potassium ions are prevented from passing
through this channel to the exterior. When the mem-
brane potential rises from —90 millivolts toward zero, this
voltage change causes a conformational opening of the
gate and allows increased potassium diffusion outward
through the channel. However, because of the slight delay
in opening of the potassium channels, for the most part,
they open just at the same time that the sodium channels
are beginning to close because of inactivation. Thus, the
decrease in sodium entry to the cell and the simultaneous
increase in potassium exit from the cell combine to speed
the repolarization process, leading to full recovery of the
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resting membrane potential within another few 10,000ths
of a second.

Research Method for Measuring the Effect of Voltage on
Opening and Closing of the Voltage-Gated Channels—The
“Voltage Clamp.” The original research that led to quanti-
tative understanding of the sodium and potassium channels
was so ingenious that it led to Nobel Prizes for the scientists
responsible, Hodgkin and Huxley. The essence of these stud-
ies is shown in Figures 5-8 and 5-9.

Figure 5-8 shows an experimental apparatus called a volt-
age clamp, which is used to measure flow of ions through the
different channels. In using this apparatus, two electrodes are
inserted into the nerve fiber. One of these is to measure the
voltage of the membrane potential, and the other is to conduct
electrical current into or out of the nerve fiber. This apparatus
is used in the following way: The investigator decides which
voltage he or she wants to establish inside the nerve fiber.
The electronic portion of the apparatus is then adjusted to
the desired voltage, and this automatically injects either posi-
tive or negative electricity through the current electrode at
whatever rate is required to hold the voltage, as measured by
the voltage electrode, at the level set by the operator. When
the membrane potential is suddenly increased by this voltage
clamp from -90 millivolts to zero, the voltage-gated sodium
and potassium channels open and sodium and potassium
ions begin to pour through the channels. To counterbalance
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Figure 5-8 “Voltage clamp” method for studying flow of ions
through specific channels.
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Figure 5-9 Typical changes in conductance of sodium and potas-
sium ion channels when the membrane potential is suddenly
increased from the normal resting value of —90 millivolts to a pos-
itive value of +10 millivolts for 2 milliseconds. This figure shows
that the sodium channels open (activate) and then close (inacti-
vate) before the end of the 2 milliseconds, whereas the potassium
channels only open (activate), and the rate of opening is much
slower than that of the sodium channels.



the effect of these ion movements on the desired setting of
the intracellular voltage, electrical current is injected auto-
matically through the current electrode of the voltage clamp
to maintain the intracellular voltage at the required steady
zero level. To achieve this, the current injected must be equal
to but of opposite polarity to the net current flow through
the membrane channels. To measure how much current
flow is occurring at each instant, the current electrode is
connected to an oscilloscope that records the current flow,
as demonstrated on the screen of the oscilloscope in Figure
5-8. Finally, the investigator adjusts the concentrations of the
ions to other than normal levels both inside and outside the
nerve fiber and repeats the study. This can be done easily
when using large nerve fibers removed from some inverte-
brates, especially the giant squid axon, which in some cases is
as large as 1 millimeter in diameter. When sodium is the only
permeant ion in the solutions inside and outside the squid
axon, the voltage clamp measures current flow only through
the sodium channels. When potassium is the only permeant
ion, current flow only through the potassium channels is
measured.

Another means for studying the flow of ions through an
individual type of channel is to block one type of channel
at a time. For instance, the sodium channels can be blocked
by a toxin called tetrodotoxin by applying it to the outside
of the cell membrane where the sodium activation gates
are located. Conversely, tetraethylammonium ion blocks
the potassium channels when it is applied to the interior
of the nerve fiber.

Figure 5-9 shows typical changes in conductance of the
voltage-gated sodium and potassium channels when the
membrane potential is suddenly changed by use of the volt-
age clamp from -90 millivolts to +10 millivolts and then, 2
milliseconds later, back to —90 millivolts. Note the sudden
opening of the sodium channels (the activation stage) within
a small fraction of a millisecond after the membrane poten-
tial is increased to the positive value. However, during the
next millisecond or so, the sodium channels automatically
close (the inactivation stage).

Note the opening (activation) of the potassium channels.
These open slowly and reach their full open state only after
the sodium channels have almost completely closed. Further,
once the potassium channels open, they remain open for
the entire duration of the positive membrane potential and
do not close again until after the membrane potential is
decreased back to a negative value.

Summary of the Events That Cause
the Action Potential

Figure 5-10 shows in summary form the sequential events
that occur during and shortly after the action potential.
The bottom of the figure shows the changes in membrane
conductance for sodium and potassium ions. During the
resting state, before the action potential begins, the con-
ductance for potassium ions is 50 to 100 times as great
as the conductance for sodium ions. This is caused by
much greater leakage of potassium ions than sodium ions
through the leak channels. However, at the onset of the
action potential, the sodium channels instantaneously
become activated and allow up to a 5000-fold increase in
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Figure 5-10 Changes in sodium and potassium conductance
during the course of the action potential. Sodium conductance
increases several thousand-fold during the early stages of the
action potential, whereas potassium conductance increases only
about 30-fold during the latter stages of the action potential and
for a short period thereafter. (These curves were constructed from
theory presented in papers by Hodgkin and Huxley but transposed
from squid axon to apply to the membrane potentials of large
mammalian nerve fibers.)

sodium conductance. Then the inactivation process closes
the sodium channels within another fraction of a millisec-
ond. The onset of the action potential also causes voltage
gating of the potassium channels, causing them to begin
opening more slowly a fraction of a millisecond after the
sodium channels open. At the end of the action potential,
the return of the membrane potential to the negative state
causes the potassium channels to close back to their origi-
nal status, but again, only after an additional millisecond
or more delay.

The middle portion of Figure 5-10 shows the ratio
of sodium conductance to potassium conductance at
each instant during the action potential, and above this
is the action potential itself. During the early portion of
the action potential, the ratio of sodium to potassium
conductance increases more than 1000-fold. Therefore,
far more sodium ions flow to the interior of the fiber
than do potassium ions to the exterior. This is what
causes the membrane potential to become positive at
the action potential onset. Then the sodium channels
begin to close and the potassium channels begin to
open, so the ratio of conductance shifts far in favor of
high potassium conductance but low sodium conduc-
tance. This allows very rapid loss of potassium ions to
the exterior but virtually zero flow of sodium ions to
the interior. Consequently, the action potential quickly
returns to its baseline level.

63

Il LINN




Unitll

64

Membrane Physiology, Nerve, and Muscle

Roles of Other lons During the Action Potential

Thus far, we have considered only the roles of sodium and
potassium ions in the generation of the action potential. At
least two other types of ions must be considered: negative
anions and calcium ions.

Impermeant Negatively Charged lons (Anions) Inside
the Nerve Axon. Inside the axon are many negatively
charged ions that cannot go through the membrane chan-
nels. They include the anions of protein molecules and of
many organic phosphate compounds, sulfate compounds,
and so forth. Because these ions cannot leave the interior of
the axon, any deficit of positive ions inside the membrane
leaves an excess of these impermeant negative anions.
Therefore, these impermeant negative ions are responsible
for the negative charge inside the fiber when there is a net
deficit of positively charged potassium ions and other posi-
tive ions.

Calcium lons. The membranes of almost all cells of the
body have a calcium pump similar to the sodium pump, and
calcium serves along with (or instead of) sodium in some cells
to cause most of the action potential. Like the sodium pump,
the calcium pump transports calcium ions from the interior
to the exterior of the cell membrane (or into the endoplas-
mic reticulum of the cell), creating a calcium ion gradient of
about 10,000-fold. This leaves an internal cell concentration
of calcium ions of about 107 molar, in contrast to an external
concentration of about 10~ molar.

In addition, there are voltage-gated calcium channels.
Because calcium ion concentration is more than 10,000
times greater in the extracellular than the intracellular fluid,
there is a tremendous diffusion gradient for passive flow of
calcium ions into the cells. These channels are slightly per-
meable to sodium ions and calcium ions, but their perme-
ability to calcium is about 1000-fold greater than to sodium
under normal physiological conditions. When they open in
response to a stimulus that depolarizes the cell membrane,
calcium ions flow to the interior of the cell.

A major function of the voltage-gated calcium ion chan-
nels is to contribute to the depolarizing phase on the action
potential in some cells. The gating of calcium channels,
however, is slow, requiring 10 to 20 times as long for acti-
vation as for the sodium channels. For this reason they are
often called slow channels, in contrast to the sodium chan-
nels, which are called fast channels. Therefore, the opening
of calcium channels provides a more sustained depolariza-
tion, whereas the sodium channels play a key role in initiat-
ing action potentials.

Calcium channels are numerous in both cardiac muscle
and smooth muscle. In fact, in some types of smooth muscle,
the fast sodium channels are hardly present; therefore, the
action potentials are caused almost entirely by activation of
slow calcium channels.

Increased Permeability of the Sodium Channels When
There Is a Deficit of Calcium lons. The concentration of cal-
cium ions in the extracellular fluid also has a profound effect
on the voltage level at which the sodium channels become
activated. When there is a deficit of calcium ions, the sodium
channels become activated (opened) by a small increase of
the membrane potential from its normal, very negative level.
Therefore, the nerve fiber becomes highly excitable, some-
times discharging repetitively without provocation rather

than remaining in the resting state. In fact, the calcium ion
concentration needs to fall only 50 percent below normal
before spontaneous discharge occurs in some peripheral
nerves, often causing muscle “tetany” This is sometimes lethal
because of tetanic contraction of the respiratory muscles.
The probable way in which calcium ions affect the sodium
channels is as follows: These ions appear to bind to the exte-
rior surfaces of the sodium channel protein molecule. The
positive charges of these calcium ions in turn alter the elec-
trical state of the sodium channel protein itself, in this way
altering the voltage level required to open the sodium gate.

Initiation of the Action Potential

Up to this point, we have explained the changing sodium
and potassium permeability of the membrane, as well as
the development of the action potential itself, but we have
not explained what initiates the action potential.

A Positive-Feedback Cycle Opens the Sodium
Channels. First, as long as the membrane of the nerve
fiber remains undisturbed, no action potential occurs in
the normal nerve. However, if any event causes enough
initial rise in the membrane potential from —90 millivolts
toward the zero level, the rising voltage itself causes many
voltage-gated sodium channels to begin opening. This
allows rapid inflow of sodium ions, which causes a fur-
ther rise in the membrane potential, thus opening still
more voltage-gated sodium channels and allowing more
streaming of sodium ions to the interior of the fiber. This
process is a positive-feedback cycle that, once the feed-
back is strong enough, continues until all the voltage-
gated sodium channels have become activated (opened).
Then, within another fraction of a millisecond, the rising
membrane potential causes closure of the sodium chan-
nels and opening of potassium channels and the action
potential soon terminates.

Threshold for Initiation of the Action Potential. An
action potential will not occur until the initial rise in
membrane potential is great enough to create the posi-
tive feedback described in the preceding paragraph. This
occurs when the number of Na* ions entering the fiber
becomes greater than the number of K* ions leaving the
fiber. A sudden rise in membrane potential of 15 to 30
millivolts is usually required. Therefore, a sudden increase
in the membrane potential in a large nerve fiber from -90
millivolts up to about —65 millivolts usually causes the
explosive development of an action potential. This level of
-65 millivolts is said to be the threshold for stimulation.

Propagation of the Action Potential

In the preceding paragraphs, we discussed the action
potential as it occurs at one spot on the membrane.
However, an action potential elicited at any one point on
an excitable membrane usually excites adjacent portions
of the membrane, resulting in propagation of the action
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Figure 5-11 Propagation of action potentials in both directions
along a conductive fiber.

potential along the membrane. This mechanism is dem-
onstrated in Figure 5-11. Figure 5-11A shows a normal
resting nerve fiber, and Figure 5-11B shows a nerve fiber
that has been excited in its midportion—that is, the
midportion suddenly develops increased permeability to
sodium. The arrows show a “local circuit” of current flow
from the depolarized areas of the membrane to the adja-
cent resting membrane areas. That is, positive electrical
charges are carried by the inward-diffusing sodium ions
through the depolarized membrane and then for sev-
eral millimeters in both directions along the core of the
axon. These positive charges increase the voltage for a
distance of 1 to 3 millimeters inside the large myelinated
fiber to above the threshold voltage value for initiating
an action potential. Therefore, the sodium channels in
these new areas immediately open, as shown in Figure
5-11C and D, and the explosive action potential spreads.
These newly depolarized areas produce still more local
circuits of current flow farther along the membrane,
causing progressively more and more depolarization.
Thus, the depolarization process travels along the entire
length of the fiber. This transmission of the depolariza-
tion process along a nerve or muscle fiber is called a
nerve or muscle impulse.

Direction of Propagation. As demonstrated in
Figure 5-11, an excitable membrane has no single direc-
tion of propagation, but the action potential travels in
all directions away from the stimulus—even along all
branches of a nerve fiber—until the entire membrane has
become depolarized.

Chapter 5 Membrane Potentials and Action Potentials

All-or-Nothing Principle. Onceanaction potential
has been elicited at any point on the membrane of a
normal fiber, the depolarization process travels over the
entire membrane if conditions are right, or it does not
travel at all if conditions are not right. This is called the
all-or-nothing principle, and it applies to all normal excit-
able tissues. Occasionally, the action potential reaches a
point on the membrane at which it does not generate suf-
ficient voltage to stimulate the next area of the membrane.
When this occurs, the spread of depolarization stops.
Therefore, for continued propagation of an impulse to
occur, the ratio of action potential to threshold for excita-
tion must at all times be greater than 1. This “greater than
1” requirement is called the safety factor for propagation.

Re-establishing Sodium and Potassium
lonic Gradients After Action Potentials
Are Completed—Importance of Energy
Metabolism

The transmission of each action potential along a nerve
fiber reduces slightly the concentration differences of
sodium and potassium inside and outside the membrane
because sodium ions diffuse to the inside during depo-
larization and potassium ions diffuse to the outside dur-
ing repolarization. For a single action potential, this effect
is so minute that it cannot be measured. Indeed, 100,000
to 50 million impulses can be transmitted by large nerve
fibers before the concentration differences reach the point
that action potential conduction ceases. Even so, with
time, it becomes necessary to re-establish the sodium and
potassium membrane concentration differences. This is
achieved by action of the Na*-K* pump in the same way as
described previously in the chapter for the original estab-
lishment of the resting potential. That is, sodium ions
that have diffused to the interior of the cell during the
action potentials and potassium ions that have diffused
to the exterior must be returned to their original state by
the Na*-K* pump. Because this pump requires energy for
operation, this “recharging” of the nerve fiber is an active
metabolic process, using energy derived from the adeno-
sine triphosphate (ATP) energy system of the cell. Figure
5-12 shows that the nerve fiber produces excess heat dur-
ing recharging, which is a measure of energy expenditure
when the nerve impulse frequency increases.

A special feature of the Na*-K* ATPase pump is that
its degree of activity is strongly stimulated when excess
sodium ions accumulate inside the cell membrane. In fact,
the pumping activity increases approximately in propor-
tion to the third power of this intracellular sodium concen-
tration. That is, as the internal sodium concentration rises
from 10 to 20 mEq/L, the activity of the pump does not
merely double but increases about eightfold. Therefore, it
is easy to understand how the “recharging” process of the
nerve fiber can be set rapidly into motion whenever the
concentration differences of sodium and potassium ions
across the membrane begin to “run down”
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Figure 5-12 Heat production in a nerve fiber at rest and at
progressively increasing rates of stimulation.

Plateau in Some Action Potentials

In some instances, the excited membrane does not
repolarize immediately after depolarization; instead,
the potential remains on a plateau near the peak of the
spike potential for many milliseconds, and only then
does repolarization begin. Such a plateau is shown in
Figure 5-13; one can readily see that the plateau greatly
prolongs the period of depolarization. This type of
action potential occurs in heart muscle fibers, where
the plateau lasts for as long as 0.2 to 0.3 second and
causes contraction of heart muscle to last for this same
long period.

The cause of the plateau is a combination of several
factors. First, in heart muscle, two types of channels
enter into the depolarization process: (1) the usual
voltage-activated sodium channels, called fast chan-
nels, and (2) voltage-activated calcium-sodium chan-
nels, which are slow to open and therefore are called
slow channels. Opening of fast channels causes the
spike portion of the action potential, whereas the pro-
longed opening of the slow calcium-sodium channels
mainly allows calcium ions to enter the fiber, which is
largely responsible for the plateau portion of the action
potential as well.
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Figure 5-13 Action potential (in millivolts) from a Purkinje fiber
of the heart, showing a “plateau.”
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A second factor that may be partly responsible for the
plateau is that the voltage-gated potassium channels are
slower than usual to open, often not opening much until
the end of the plateau. This delays the return of the mem-
brane potential toward its normal negative value of -80
to —90 millivolts.

Rhythmicity of Some Excitable Tissues—
Repetitive Discharge

Repetitive self-induced discharges occur normally in the
heart, in most smooth muscle, and in many of the neu-
rons of the central nervous system. These rhythmical
discharges cause (1) the rhythmical beat of the heart, (2)
rhythmical peristalsis of the intestines, and (3) such neu-
ronal events as the rhythmical control of breathing.

Also, almost all other excitable tissues can discharge
repetitively if the threshold for stimulation of the tissue
cells is reduced low enough. For instance, even large
nerve fibers and skeletal muscle fibers, which normally
are highly stable, discharge repetitively when they are
placed in a solution that contains the drug veratrine or
when the calcium ion concentration falls below a critical
value, both of which increase sodium permeability of the
membrane.

Re-excitation Process Necessary for Sponta-
neous Rhythmicity. For spontaneous rhythmicity to
occur, the membrane even in its natural state must be per-
meable enough to sodium ions (or to calcium and sodium
ions through the slow calcium-sodium channels) to allow
automatic membrane depolarization. Thus, Figure 5-14
shows that the “resting” membrane potential in the rhyth-
mical control center of the heart is only —60 to —70 mil-
livolts. This is not enough negative voltage to keep the
sodium and calcium channels totally closed. Therefore,
the following sequence occurs: (1) some sodium and
calcium ions flow inward; (2) this increases the membrane
voltage in the positive direction, which further increases
membrane permeability; (3) still more ions flow inward;
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Figure 5-14 Rhythmical action potentials (in millivolts) similar to
those recorded in the rhythmical control center of the heart. Note
their relationship to potassium conductance and to the state of
hyperpolarization.



and (4) the permeability increases more, and so on, until
an action potential is generated. Then, at the end of the
action potential, the membrane repolarizes. After another
delay of milliseconds or seconds, spontaneous excitabil-
ity causes depolarization again and a new action poten-
tial occurs spontaneously. This cycle continues over and
over and causes self-induced rhythmical excitation of the
excitable tissue.

Why does the membrane of the heart control center
not depolarize immediately after it has become repolar-
ized, rather than delaying for nearly a second before the
onset of the next action potential? The answer can be
found by observing the curve labeled “potassium conduc-
tance” in Figure 5-14. This shows that toward the end of
each action potential, and continuing for a short period
thereafter, the membrane becomes more permeable to
potassium ions. The increased outflow of potassium ions
carries tremendous numbers of positive charges to the
outside of the membrane, leaving inside the fiber consid-
erably more negativity than would otherwise occur. This
continues for nearly a second after the preceding action
potential is over, thus drawing the membrane potential
nearer to the potassium Nernst potential. This is a state
called hyperpolarization, also shown in Figure 5-14. As
long as this state exists, self-re-excitation will not occur.
But the increased potassium conductance (and the state
of hyperpolarization) gradually disappears, as shown after
each action potential is completed in the figure, thereby
allowing the membrane potential again to increase up to
the threshold for excitation. Then, suddenly, a new action
potential results and the process occurs again and again.

Special Characteristics of Signal Transmission
in Nerve Trunks

Myelinated and Unmyelinated Nerve Fibers. Figure
5-15 shows a cross section of a typical small nerve, revealing
many large nerve fibers that constitute most of the cross-sec-
tional area. However, a more careful look reveals many more
small fibers lying between the large ones. The large fibers are
myelinated, and the small ones are unmyelinated. The aver-
age nerve trunk contains about twice as many unmyelinated
fibers as myelinated fibers.

Figure 5-16 shows a typical myelinated fiber. The central
core of the fiber is the axon, and the membrane of the axon
is the membrane that actually conducts the action poten-
tial. The axon is filled in its center with axoplasm, which is
a viscid intracellular fluid. Surrounding the axon is a myelin
sheath that is often much thicker than the axon itself. About
once every 1 to 3 millimeters along the length of the myelin
sheath is a node of Ranvier.

The myelin sheath is deposited around the axon by
Schwann cells in the following manner: The membrane of a
Schwann cell first envelops the axon. Then the Schwann cell
rotates around the axon many times, laying down multiple
layers of Schwann cell membrane containing the lipid sub-
stance sphingomyelin. This substance is an excellent electri-
cal insulator that decreases ion flow through the membrane
about 5000-fold. At the juncture between each two successive
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s
Figure 5-15 Cross section of a small nerve trunk containing both
myelinated and unmyelinated fibers.

sheath

Schwann cell
cytoplasm

Schwann cell
nucleus

Unmyelinated axons

Schwann cell nucleus

Schwann cell cytoplasm

B

Figure 5-16 Function of the Schwann cell to insulate nerve fibers.
A, Wrapping of a Schwann cell membrane around a large axon to
form the myelin sheath of the myelinated nerve fiber. B, Partial
wrapping of the membrane and cytoplasm of a Schwann cell
around multiple unmyelinated nerve fibers (shown in cross section).
(A, Modified from Leeson TS, Leeson R: Histology. Philadelphia: WB
Saunders, 1979.)

Schwann cells along the axon, a small uninsulated area only 2
to 3 micrometers in length remains where ions still can flow
with ease through the axon membrane between the extracel-
lular fluid and the intracellular fluid inside the axon. This area
is called the node of Ranvier.

67

Il LINN




Unitll

Membrane Physiology, Nerve, and Muscle
Myelin sheath Axoplasm Node of Ranvier
AT "\&x" BN

’ Y ’
Y - -
SNam==" e

1 2 3

Figure 5-17 Saltatory conduction along a myelinated axon.
Flow of electrical current from node to node is illustrated by the
arrows.
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“Saltatory” Conduction in Myelinated Fibers from Node
to Node. Even though almost no ions can flow through the
thick myelin sheaths of myelinated nerves, they can flow
with ease through the nodes of Ranvier. Therefore, action
potentials occur only at the nodes. Yet the action potentials
are conducted from node to node, as shown in Figure 5-17;
this is called saltatory conduction. That is, electrical current
flows through the surrounding extracellular fluid outside
the myelin sheath, as well as through the axoplasm inside
the axon from node to node, exciting successive nodes one
after another. Thus, the nerve impulse jumps along the fiber,
which is the origin of the term “saltatory”

Saltatory conduction is of value for two reasons. First, by
causing the depolarization process to jump long intervals
along the axis of the nerve fiber, this mechanism increases
the velocity of nerve transmission in myelinated fibers as
much as 5- to 50-fold. Second, saltatory conduction con-
serves energy for the axon because only the nodes depolar-
ize, allowing perhaps 100 times less loss of ions than would
otherwise be necessary, and therefore requiring little metab-
olism for re-establishing the sodium and potassium con-
centration differences across the membrane after a series of
nerve impulses.

Still another feature of saltatory conduction in large
myelinated fibers is the following: The excellent insulation
afforded by the myelin membrane and the 50-fold decrease
in membrane capacitance allow repolarization to occur with
little transfer of ions.

Velocity of Conduction in Nerve Fibers. The velocity
of action potential conduction in nerve fibers varies from as
little as 0.25 m/sec in small unmyelinated fibers to as great as
100 m/sec (the length of a football field in 1 second) in large
myelinated fibers.

Excitation—The Process of Eliciting the Action
Potential

Basically, any factor that causes sodium ions to begin to dif-
fuse inward through the membrane in sufficient numbers
can set off automatic regenerative opening of the sodium
channels. This can result from mechanical disturbance
of the membrane, chemical effects on the membrane, or
passage of electricity through the membrane. All these are
used at different points in the body to elicit nerve or muscle

action potentials: mechanical pressure to excite sensory
nerve endings in the skin, chemical neurotransmitters to
transmit signals from one neuron to the next in the brain,
and electrical current to transmit signals between succes-
sive muscle cells in the heart and intestine. For the purpose
of understanding the excitation process, let us begin by dis-
cussing the principles of electrical stimulation.

Excitation of a Nerve Fiber by a Negatively Charged
Metal Electrode. The usual means for exciting a nerve or
muscle in the experimental laboratory is to apply electric-
ity to the nerve or muscle surface through two small elec-
trodes, one of which is negatively charged and the other
positively charged. When this is done, the excitable mem-
brane becomes stimulated at the negative electrode.

The cause of this effect is the following: Remember that
the action potential is initiated by the opening of voltage-
gated sodium channels. Further, these channels are opened
by a decrease in the normal resting electrical voltage across
the membrane. That is, negative current from the electrode
decreases the voltage on the outside of the membrane to a
negative value nearer to the voltage of the negative poten-
tial inside the fiber. This decreases the electrical voltage
across the membrane and allows the sodium channels to
open, resulting in an action potential. Conversely, at the
positive electrode, the injection of positive charges on
the outside of the nerve membrane heightens the voltage
difference across the membrane rather than lessening it.
This causes a state of hyperpolarization, which actually
decreases the excitability of the fiber rather than causing
an action potential.

Threshold for Excitation, and “Acute Local Potentials.”
A weak negative electrical stimulus may not be able to
excite a fiber. However, when the voltage of the stimulus is
increased, there comes a point at which excitation does take
place. Figure 5-18 shows the effects of successively applied
stimuli of progressing strength. A weak stimulus at point A
causes the membrane potential to change from —90 to —85
millivolts, but this is not a sufficient change for the automatic
regenerative processes of the action potential to develop.
At point B, the stimulus is greater, but again, the intensity
is still not enough. The stimulus does, however, disturb the
membrane potential locally for as long as 1 millisecond or
more after both of these weak stimuli. These local potential
changes are called acute local potentials, and when they fail
to elicit an action potential, they are called acute subthresh-
old potentials.

+60
+40 | Action potentials
+20
2 0 Acute
,g —20 |- subthreshold
E _40 | Potentials
-60 | / Threshold
LlwA |wB | mC | WD)
0 1 2 3 4
Milliseconds

Figure 5-18 Effect of stimuli of increasing voltages to elicit an
action potential. Note development of “acute subthreshold poten-
tials” when the stimuli are below the threshold value required for
eliciting an action potential.



At point C in Figure 5-18, the stimulus is even stronger.
Now the local potential has barely reached the level required
to elicit an action potential, called the threshold level, but this
occurs only after a short “latent period” At point D, the stim-
ulus is still stronger, the acute local potential is also stronger,
and the action potential occurs after less of a latent period.

Thus, this figure shows that even a weak stimulus causes
a local potential change at the membrane, but the intensity
of the local potential must rise to a threshold level before the
action potential is set off.

“Refractory Period” After an Action Potential, During
Which a New Stimulus Cannot Be Elicited

A new action potential cannot occur in an excitable fiber
as long as the membrane is still depolarized from the pre-
ceding action potential. The reason for this is that shortly
after the action potential is initiated, the sodium channels
(or calcium channels, or both) become inactivated and no
amount of excitatory signal applied to these channels at this
point will open the inactivation gates. The only condition
that will allow them to reopen is for the membrane potential
to return to or near the original resting membrane poten-
tial level. Then, within another small fraction of a second,
the inactivation gates of the channels open and a new action
potential can be initiated.

The period during which a second action potential can-
not be elicited, even with a strong stimulus, is called the abso-
lute refractory period. This period for large myelinated nerve
fibers is about 1/2500 second. Therefore, one can readily cal-
culate that such a fiber can transmit a maximum of about
2500 impulses per second.

Inhibition of Excitability—"Stabilizers” and Local
Anesthetics

In contrast to the factors that increase nerve excitabil-
ity, still others, called membrane-stabilizing factors, can
decrease excitability. For instance, a high extracellular fluid
calcium ion concentration decreases membrane permeabil-
ity to sodium ions and simultaneously reduces excitability.
Therefore, calcium ions are said to be a “stabilizer”

Local Anesthetics. Among the most important stabiliz-
ers are the many substances used clinically as local anes-
thetics, including procaine and tetracaine. Most of these
act directly on the activation gates of the sodium chan-
nels, making it much more difficult for these gates to open,
thereby reducing membrane excitability. When excitability
has been reduced so low that the ratio of action potential
strength to excitability threshold (called the “safety factor”)
is reduced below 1.0, nerve impulses fail to pass along the
anesthetized nerves.

Recording Membrane Potentials
and Action Potentials

Cathode Ray Oscilloscope. Earlier in this chapter, we
noted that the membrane potential changes extremely rap-
idly during the course of an action potential. Indeed, most of
the action potential complex of large nerve fibers takes place
in less than 1/1000 second. In some figures of this chapter,
an electrical meter has been shown recording these poten-
tial changes. However, it must be understood that any meter
capable of recording most action potentials must be capable
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Figure 5-19 Cathode ray oscilloscope for recording transient
action potentials.

of responding extremely rapidly. For practical purposes, the
only common type of meter that is capable of responding
accurately to the rapid membrane potential changes is the
cathode ray oscilloscope.

Figure 5-19 shows the basic components of a cathode
ray oscilloscope. The cathode ray tube itself is composed
basically of an electron gun and a fluorescent screen against
which electrons are fired. Where the electrons hit the screen
surface, the fluorescent material glows. If the electron beam
is moved across the screen, the spot of glowing light also
moves and draws a fluorescent line on the screen.

In addition to the electron gun and fluorescent surface,
the cathode ray tube is provided with two sets of electrically
charged plates—one set positioned on the two sides of the
electron beam, and the other set positioned above and below.
Appropriate electronic control circuits change the voltage
on these plates so that the electron beam can be bent up or
down in response to electrical signals coming from record-
ing electrodes on nerves. The beam of electrons also is swept
horizontally across the screen at a constant time rate by an
internal electronic circuit of the oscilloscope. This gives the
record shown on the face of the cathode ray tube in the fig-
ure, giving a time base horizontally and voltage changes from
the nerve electrodes shown vertically. Note at the left end of
the record a small stimulus artifact caused by the electrical
stimulus used to elicit the nerve action potential. Then fur-
ther to the right is the recorded action potential itself.
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CHAPTER 6

Contraction of Skeletal Muscle

About 40 percent of the

- = body is skeletal muscle, and

=. perhaps another 10 per-

; cent is smooth and cardiac

muscle. Some of the same

basic principles of contrac-

tion apply to all three differ-

ent types of muscle. In this chapter, function of skeletal

muscle is considered mainly; the specialized functions of

smooth muscle are discussed in Chapter 8, and cardiac
muscle is discussed in Chapter 9.

Physiologic Anatomy of Skeletal Muscle

Skeletal Muscle Fiber

Figure 6-1 shows the organization of skeletal muscle,
demonstrating that all skeletal muscles are composed of
numerous fibers ranging from 10 to 80 micrometers in
diameter. Each of these fibers is made up of successively
smaller subunits, also shown in Figure 6-1 and described
in subsequent paragraphs.

In most skeletal muscles, each fiber extends the entire
length of the muscle. Except for about 2 percent of the
fibers, each fiber is usually innervated by only one nerve
ending, located near the middle of the fiber.

The Sarcolemma Is a Thin Membrane Enclosing a
Skeletal Muscle Fiber. The sarcolemma consists of a
true cell membrane, called the plasma membrane, and
an outer coat made up of a thin layer of polysaccharide
material that contains numerous thin collagen fibrils. At
each end of the muscle fiber, this surface layer of the sar-
colemma fuses with a tendon fiber. The tendon fibers in
turn collect into bundles to form the muscle tendons that
then insert into the bones.

Myofibrils Are Composed of Actin and Myosin
Filaments. Each muscle fiber contains several hundred
to several thousand myofibrils, which are demonstrated
by the many small open dots in the cross-sectional view
of Figure 6-1C. Each myofibril (Figure 6-1D and E) is
composed of about 1500 adjacent myosin filaments and

3000 actin filaments, which are large polymerized pro-
tein molecules that are responsible for the actual muscle
contraction. These can be seen in longitudinal view in the
electron micrograph of Figure 6-2 and are represented
diagrammatically in Figure 6-1, parts E through L. The
thick filaments in the diagrams are myosin, and the thin
filaments are actin.

Note in Figure 6-1F that the myosin and actin fila-
ments partially interdigitate and thus cause the myofi-
brils to have alternate light and dark bands, as illustrated
in Figure 6-2. The light bands contain only actin filaments
and are called I bands because they are isotropic to polar-
ized light. The dark bands contain myosin filaments, as
well as the ends of the actin filaments where they over-
lap the myosin, and are called A bands because they are
anisotropic to polarized light. Note also the small pro-
jections from the sides of the myosin filaments in Figure
6-1E and L. These are cross-bridges. It is the interaction
between these cross-bridges and the actin filaments that
causes contraction.

Figure 6-1F also shows that the ends of the actin fila-
ments are attached to a so-called Z disc. From this disc,
these filaments extend in both directions to interdigi-
tate with the myosin filaments. The Z disc, which itself
is composed of filamentous proteins different from the
actin and myosin filaments, passes crosswise across the
myofibril and also crosswise from myofibril to myofibril,
attaching the myofibrils to one another all the way across
the muscle fiber. Therefore, the entire muscle fiber has
light and dark bands, as do the individual myofibrils.
These bands give skeletal and cardiac muscle their stri-
ated appearance.

The portion of the myofibril (or of the whole muscle
fiber) that lies between two successive Z discs is called
a sarcomere. When the muscle fiber is contracted, as
shown at the bottom of Figure 6-5, the length of the sar-
comere is about 2 micrometers. At this length, the actin
filaments completely overlap the myosin filaments,
and the tips of the actin filaments are just beginning to
overlap one another. As discussed later, at this length
the muscle is capable of generating its greatest force of
contraction.

71

Il LINN




Unitll  Membrane Physiology, Nerve, and Muscle

SKELETAL MUSCLE

N Muscle fiber
Y
’
,Z—Sarcomere— Z\ G-Actin molecules
E H N °%0
f—/% O° Q
1
1
1
Myofilaments |
F-Actin filament
\ W K
] [ \ \~~~~
1 \ \
1 1o \ YD M
1 1 1\ \
] 1 \ \
' Lo \ = ﬁ?ﬁb
1 1 \ \
/I 1 \ \ Myosm fllament
/ \
/ 7 \ \\ I
// 7 \ N 1
! oo0o0 * N 0,0,0 ;
0600 0:0°6%0 Myosin molecule M
0co0o00O0 0:0:0:0.0 a i
c 00o0o0 0:0:0:0 K :
o oco0o0 o‘o‘o / \
/
F G H I : N
N D
Light Heavy

meromyosin meromyosin

Figure 6-1 Organization of skeletal muscle, from the gross to the molecular level. F, G, H, and / are cross sections at the levels indicated
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Figure 6-2 Electron micrograph of muscle myofibrils showing
the detailed organization of actin and myosin filaments. Note the
mitochondria lying between the myofibrils. (From Fawcett DW:
The Cell. Philadelphia: WB Saunders, 1981.)

Titin Filamentous Molecules Keep the Myosin and
Actin Filaments in Place. The side-by-side relation-
ship between the myosin and actin filaments is difficult to
maintain. This is achieved by a large number of filamen-
tous molecules of a protein called titin (Figure 6-3). Each
titin molecule has a molecular weight of about 3 million,
which makes it one of the largest protein molecules in the
body. Also, because it is filamentous, it is very springy.
These springy titin molecules act as a framework that
holds the myosin and actin filaments in place so that the
contractile machinery of the sarcomere will work. One
end of the titin molecule is elastic and is attached to the
Z disk, acting as a spring and changing length as the sar-
comere contracts and relaxes. The other part of the titin
molecule tethers it to the myosin thick filament. The titin
molecule itself also appears to act as a template for initial
formation of portions of the contractile filaments of the
sarcomere, especially the myosin filaments.

Sarcoplasm Is the Intracellular Fluid Between
Myofibrils. The many myofibrils of each muscle fiber
are suspended side by side in the muscle fiber. The spaces
between the myofibrils are filled with intracellular fluid

Myosin (thick filament) M line Titin

Actin (thin filament)

Figure 6-3 Organization of proteins in a sarcomere. Each titin
molecule extends from the Z disc to the M line. Part of the titin
molecule is closely associated with the myosin thick filament,
whereas the rest of the molecule is springy and changes length as
the sarcomere contracts and relaxes.
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called sarcoplasm, containing large quantities of potas-
sium, magnesium, and phosphate, plus multiple protein
enzymes. Also present are tremendous numbers of mito-
chondria that lie parallel to the myofibrils. These supply
the contracting myofibrils with large amounts of energy
in the form of adenosine triphosphate (ATP) formed by
the mitochondria.

Sarcoplasmic  Reticulum Is a Specialized
Endoplasmic Reticulum of Skeletal Muscle. Also in
the sarcoplasm surrounding the myofibrils of each muscle
fiber is an extensive reticulum (Figure 6-4), called the sar-
coplasmic reticulum. This reticulum has a special organi-
zation that is extremely important in controlling muscle
contraction, as discussed in Chapter 7. The rapidly con-
tracting types of muscle fibers have especially extensive
sarcoplasmic reticula.

General Mechanism of Muscle Contraction

The initiation and execution of muscle contraction occur
in the following sequential steps.

1. An action potential travels along a motor nerve to its
endings on muscle fibers.

2. At each ending, the nerve secretes a small amount of
the neurotransmitter substance acetylcholine.

3. The acetylcholine acts on a local area of the muscle
fiber membrane to open multiple “acetylcholine-gated”
cation channels through protein molecules floating in
the membrane.

4. Opening of the acetylcholine-gated channels allows
large quantities of sodium ions to diffuse to the inte-
rior of the muscle fiber membrane. This causes a
local depolarization that in turn leads to opening of

Figure 6-4 Sarcoplasmic reticulum in the extracellular spaces
between the myofibrils, showing a longitudinal system paralleling
the myofibrils. Also shown in cross section are T tubules (arrows) that
lead to the exterior of the fiber membrane and are important for
conducting the electrical signal into the center of the muscle fiber.
(From Fawcett DW: The Cell. Philadelphia: WB Saunders, 1981.)
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voltage-gated sodium channels. This initiates an action
potential at the membrane.

5. The action potential travels along the muscle fiber
membrane in the same way that action potentials travel
along nerve fiber membranes.

6. The action potential depolarizes the muscle mem-
brane, and much of the action potential electricity
flows through the center of the muscle fiber. Here it
causes the sarcoplasmic reticulum to release large
quantities of calcium ions that have been stored within
this reticulum.

7. The calcium ions initiate attractive forces between
the actin and myosin filaments, causing them to slide
alongside each other, which is the contractile process.

8. After a fraction of a second, the calcium ions are
pumped back into the sarcoplasmic reticulum by a
Ca** membrane pump and remain stored in the reticu-
lum until a new muscle action potential comes along;
this removal of calcium ions from the myofibrils causes
the muscle contraction to cease.

We now describe the molecular machinery of the mus-
cle contractile process.

Molecular Mechanism of Muscle
Contraction

Sliding Filament Mechanism of Muscle Con-
traction. Figure 6-5 demonstrates the basic mecha-
nism of muscle contraction. It shows the relaxed state of
a sarcomere (top) and the contracted state (bottom). In
the relaxed state, the ends of the actin filaments extend-
ing from two successive Z discs barely begin to overlap
one another. Conversely, in the contracted state, these
actin filaments have been pulled inward among the myo-
sin filaments, so their ends overlap one another to their

Contracted

Figure 6-5 Relaxed and contracted states of a myofibril showing
(top) sliding of the actin filaments (pink) into the spaces between
the myosin filaments (red) and (bottom) pulling of the Z mem-
branes toward each other.
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maximum extent. Also, the Z discs have been pulled by
the actin filaments up to the ends of the myosin fila-
ments. Thus, muscle contraction occurs by a sliding fila-
ment mechanism.

But what causes the actin filaments to slide inward
among the myosin filaments? This is caused by forces
generated by interaction of the cross-bridges from the
myosin filaments with the actin filaments. Under resting
conditions, these forces are inactive. But when an action
potential travels along the muscle fiber, this causes the
sarcoplasmic reticulum to release large quantities of cal-
cium ions that rapidly surround the myofibrils. The cal-
cium jons in turn activate the forces between the myosin
and actin filaments, and contraction begins. But energy
is needed for the contractile process to proceed. This
energy comes from high-energy bonds in the ATP
molecule, which is degraded to adenosine diphosphate
(ADP) to liberate the energy. In the next few sections,
we describe what is known about the details of these
molecular processes of contraction.

Molecular Characteristics of the Contractile
Filaments

Myosin Filaments Are Composed of Multiple
Myosin Molecules. Each of the myosin molecules, shown
in Figure 6-6A, has a molecular weight of about 480,000.
Figure 6-6B shows the organization of many molecules
to form a myosin filament, as well as interaction of this
filament on one side with the ends of two actin filaments.

The myosin molecule (see Figure 6-6A) is composed
of six polypeptide chains—two heavy chains, each with a
molecular weight of about 200,000, and four light chains
with molecular weights of about 20,000 each. The two heavy
chains wrap spirally around each other to form a double
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Figure 6-6 A, Myosin molecule. B, Combination of many myosin
molecules to form a myosin filament. Also shown are thousands
of myosin cross-bridges and interaction between the heads of the
cross-bridges with adjacent actin filaments.



helix, which is called the tail of the myosin molecule. One
end of each of these chains is folded bilaterally into a globu-
lar polypeptide structure called a myosin head. Thus, there
are two free heads at one end of the double-helix myosin
molecule. The four light chains are also part of the myosin
head, two to each head. These light chains help control the
function of the head during muscle contraction.

The myosin filament is made up of 200 or more individ-
ual myosin molecules. The central portion of one of these
filaments is shown in Figure 6-6B, displaying the tails of the
myosin molecules bundled together to form the body of the
filament, while many heads of the molecules hang outward
to the sides of the body. Also, part of the body of each myo-
sin molecule hangs to the side along with the head, thus
providing an arm that extends the head outward from the
body, as shown in the figure. The protruding arms and
heads together are called cross-bridges. Each cross-bridge
is flexible at two points called hinges—one where the arm
leaves the body of the myosin filament, and the other where
the head attaches to the arm. The hinged arms allow the
heads to be either extended far outward from the body
of the myosin filament or brought close to the body. The
hinged heads in turn participate in the actual contraction
process, as discussed in the following sections.

The total length of each myosin filament is uniform,
almost exactly 1.6 micrometers. Note, however, that there
are no cross-bridge heads in the center of the myosin fila-
ment for a distance of about 0.2 micrometer because the
hinged arms extend away from the center.

Now, to complete the picture, the myosin filament itself
is twisted so that each successive pair of cross-bridges is
axially displaced from the previous pair by 120 degrees.
This ensures that the cross-bridges extend in all direc-
tions around the filament.

ATPase Activity of the Myosin Head. Another fea-
ture of the myosin head that is essential for muscle contrac-
tion is that it functions as an ATPase enzyme. As explained
later, this property allows the head to cleave ATP and use
the energy derived from the ATP’s high-energy phosphate
bond to energize the contraction process.

Actin  Filaments Are Composed of Actin,
Tropomyosin, and Troponin. The backbone of the actin
filament is a double-stranded F-actin protein molecule, rep-
resented by the two lighter-colored strands in Figure 6-7.
The two strands are wound in a helix in the same manner
as the myosin molecule.

Each strand of the double F-actin helix is composed
of polymerized G-actin molecules, each having a molecu-
lar weight of about 42,000. Attached to each one of the
G-actin molecules is one molecule of ADP. It is believed
that these ADP molecules are the active sites on the actin
filaments with which the cross-bridges of the myosin fil-
aments interact to cause muscle contraction. The active
sites on the two F-actin strands of the double helix are
staggered, giving one active site on the overall actin fila-
ment about every 2.7 nanometers.

Chapter 6 Contraction of Skeletal Muscle

Active sites Troponin complex

F-actin Tropomyosin

Figure 6-7 Actin filament, composed of two helical strands of
F-actin molecules and two strands of tropomyosin molecules that
fit in the grooves between the actin strands. Attached to one end
of each tropomyosin molecule is a troponin complex that initiates
contraction.

Each actin filament is about 1 micrometer long. The
bases of the actin filaments are inserted strongly into the
Z discs; the ends of the filaments protrude in both direc-
tions to lie in the spaces between the myosin molecules,
as shown in Figure 6-5.

Tropomyosin Molecules. The actin filament also
contains another protein, tropomyosin. Each molecule of
tropomyosin has a molecular weight of 70,000 and a length
of 40 nanometers. These molecules are wrapped spirally
around the sides of the F-actin helix. In the resting state,
the tropomyosin molecules lie on top of the active sites of
the actin strands so that attraction cannot occur between the
actin and myosin filaments to cause contraction.

Troponin and Its Role in Muscle Contraction.
Attached intermittently along the sides of the tropomy-
osin molecules are still other protein molecules called
troponin. These are actually complexes of three loosely
bound protein subunits, each of which plays a specific
role in controlling muscle contraction. One of the sub-
units (troponin I) has a strong affinity for actin, another
(troponin T) for tropomyosin, and a third (troponin C)
for calcium ions. This complex is believed to attach the
tropomyosin to the actin. The strong affinity of the tro-
ponin for calcium ions is believed to initiate the contrac-
tion process, as explained in the next section.

Interaction of One Myosin Filament, Two Actin
Filaments, and Calcium lons to Cause Contraction
Inhibition of the Actin Filament by the Troponin-
Tropomyosin Complex; Activation by Calcium
lons. A pure actin filament without the presence of the
troponin-tropomyosin complex (but in the presence of
magnesium ions and ATP) binds instantly and strongly
with the heads of the myosin molecules. Then, if the tro-
ponin-tropomyosin complex is added to the actin fila-
ment, the binding between myosin and actin does not
take place. Therefore, it is believed that the active sites
on the normal actin filament of the relaxed muscle are
inhibited or physically covered by the troponin-tropomy-
osin complex. Consequently, the sites cannot attach to the
heads of the myosin filaments to cause contraction. Before
contraction can take place, the inhibitory effect of the
troponin-tropomyosin complex must itself be inhibited.

75

Il LINN




Unitll  Membrane Physiology, Nerve, and Muscle

This brings us to the role of the calcium ions. In the
presence of large amounts of calcium ions, the inhibitory
effect of the troponin-tropomyosin on the actin filaments
is itself inhibited. The mechanism of this is not known,
but one suggestion is the following: When calcium ions
combine with troponin C, each molecule of which can
bind strongly with up to four calcium ions, the troponin
complex supposedly undergoes a conformational change
that in some way tugs on the tropomyosin molecule and
moves it deeper into the groove between the two actin
strands. This “uncovers” the active sites of the actin, thus
allowing these to attract the myosin cross-bridge heads
and cause contraction to proceed. Although this is a
hypothetical mechanism, it does emphasize that the nor-
mal relation between the troponin-tropomyosin complex
and actin is altered by calcium ions, producing a new con-
dition that leads to contraction.

Interaction Between the “Activated” Actin Filament
and the Myosin Cross-Bridges—The “Walk-Along”
Theory of Contraction. As soon as the actin filament
becomes activated by the calcium ions, the heads of
the cross-bridges from the myosin filaments become
attracted to the active sites of the actin filament, and
this, in some way, causes contraction to occur. Although
the precise manner by which this interaction between
the cross-bridges and the actin causes contraction is still
partly theoretical, one hypothesis for which considerable
evidence exists is the “walk-along” theory (or “ratchet”
theory) of contraction.

Figure 6-8 demonstrates this postulated walk-along
mechanism for contraction. The figure shows the heads
of two cross-bridges attaching to and disengaging from
active sites of an actin filament. It is postulated that when
a head attaches to an active site, this attachment simul-
taneously causes profound changes in the intramolecular
forces between the head and arm of its cross-bridge. The
new alignment of forces causes the head to tilt toward the
arm and to drag the actin filament along with it. This tilt
of the head is called the power stroke. Then, immediately
after tilting, the head automatically breaks away from the
active site. Next, the head returns to its extended direc-
tion. In this position, it combines with a new active site
farther down along the actin filament; then the head tilts
again to cause a new power stroke, and the actin filament
moves another step. Thus, the heads of the cross-bridges
bend back and forth and step by step walk along the actin
filament, pulling the ends of two successive actin fila-
ments toward the center of the myosin filament.

Each one of the cross-bridges is believed to operate
independently of all others, each attaching and pulling in
a continuous repeated cycle. Therefore, the greater the
number of cross-bridges in contact with the actin filament
at any given time, the greater the force of contraction.

ATP as the Source of Energy for Contraction—
Chemical Events in the Motion of the Myosin
Heads. When a muscle contracts, work is performed and
energy is required. Large amounts of ATP are cleaved to
form ADP during the contraction process; the greater the
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amount of work performed by the muscle, the greater the
amount of ATP that is cleaved, which is called the Fenn
effect. The following sequence of events is believed to be
the means by which this occurs:

1. Before contraction begins, the heads of the cross-
bridges bind with ATP. The ATPase activity of the
myosin head immediately cleaves the ATP but leaves
the cleavage products, ADP plus phosphate ion, bound
to the head. In this state, the conformation of the head
is such that it extends perpendicularly toward the actin
filament but is not yet attached to the actin.

2. When the troponin-tropomyosin complex binds with
calcium ions, active sites on the actin filament are
uncovered and the myosin heads then bind with these,
as shown in Figure 6-8.

3. The bond between the head of the cross-bridge and
the active site of the actin filament causes a conforma-
tional change in the head, prompting the head to tilt
toward the arm of the cross-bridge. This provides the
power stroke for pulling the actin filament. The energy
that activates the power stroke is the energy already
stored, like a “cocked” spring, by the conformational
change that occurred in the head when the ATP mol-
ecule was cleaved earlier.

4. Once the head of the cross-bridge tilts, this allows
release of the ADP and phosphate ion that were pre-
viously attached to the head. At the site of release of
the ADP, a new molecule of ATP binds. This binding
of new ATP causes detachment of the head from the
actin.

5. After the head has detached from the actin, the new
molecule of ATP is cleaved to begin the next cycle,
leading to a new power stroke. That is, the energy
again “cocks” the head back to its perpendicular condi-
tion, ready to begin the new power stroke cycle.

6. When the cocked head (with its stored energy derived
from the cleaved ATP) binds with a new active site
on the actin filament, it becomes uncocked and once
again provides a new power stroke.

Thus, the process proceeds again and again until the
actin filaments pull the Z membrane up against the ends
of the myosin filaments or until the load on the muscle
becomes too great for further pulling to occur.

Active sites

-—— Movement Actin filament

Power
stroke

Myosin filament

Figure 6-8 “Walk-along” mechanism for contraction of the
muscle.



The Amount of Actin and Myosin Filament
Overlap Determines Tension Developed
by the Contracting Muscle

Figure 6-9 shows the effect of sarcomere length and
amount of myosin-actin filament overlap on the active
tension developed by a contracting muscle fiber. To the
right, shown in black, are different degrees of overlap of the
myosin and actin filaments at different sarcomere lengths.
At point D on the diagram, the actin filament has pulled
all the way out to the end of the myosin filament, with
no actin-myosin overlap. At this point, the tension devel-
oped by the activated muscle is zero. Then, as the sarco-
mere shortens and the actin filament begins to overlap the
myosin filament, the tension increases progressively until
the sarcomere length decreases to about 2.2 micrometers.
At this point, the actin filament has already overlapped
all the cross-bridges of the myosin filament but has not
yet reached the center of the myosin filament. With fur-
ther shortening, the sarcomere maintains full tension
until point B is reached, at a sarcomere length of about
2 micrometers. At this point, the ends of the two actin fil-
aments begin to overlap each other in addition to overlap-
ping the myosin filaments. As the sarcomere length falls
from 2 micrometers down to about 1.65 micrometers, at
point A, the strength of contraction decreases rapidly. At
this point, the two Z discs of the sarcomere abut the ends
of the myosin filaments. Then, as contraction proceeds
to still shorter sarcomere lengths, the ends of the myosin
filaments are crumpled and, as shown in the figure, the
strength of contraction approaches zero, but the sarco-
mere has now contracted to its shortest length.

Effect of Muscle Length on Force of Contraction in
the Whole Intact Muscle. The top curve of Figure 6-10
is similar to that in Figure 6-9, but the curve in Figure 6-10
depicts tension of the intact, whole muscle rather than
of a single muscle fiber. The whole muscle has a large
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Figure 6-9 Length-tension diagram for a single fully contracted
sarcomere, showing maximum strength of contraction when the
sarcomere is 2.0 to 2.2 micrometers in length. At the upper right
are the relative positions of the actin and myosin filaments at dif-
ferent sarcomere lengths from point A to point D. (Modified from
Gordon AM, Huxley AF, Julian FJ: The length-tension diagram of
single vertebrate striated muscle fibers. | Physiol 171:28P, 1964.)
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Normal range of contraction

Tension during
contraction

Increase in tension
during contraction

Tension of muscle

Tension
before contraction

0 A A A
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Length

Figure 6-10 Relation of muscle length to tension in the muscle
both before and during muscle contraction.

amount of connective tissue in it; also, the sarcomeres in
different parts of the muscle do not always contract the
same amount. Therefore, the curve has somewhat dif-
ferent dimensions from those shown for the individual
muscle fiber, but it exhibits the same general form for
the slope in the normal range of contraction, as noted in
Figure 6-10.

Note in Figure 6-10 that when the muscle is at its nor-
mal resting length, which is at a sarcomere length of about
2 micrometers, it contracts upon activation with the
approximate maximum force of contraction. However, the
increase in tension that occurs during contraction, called
active tension, decreases as the muscle is stretched beyond
its normal length—that is, to a sarcomere length greater
than about 2.2 micrometers. This is demonstrated by the
decreased length of the arrow in the figure at greater than
normal muscle length.

Relation of Velocity of Contraction to Load

A skeletal muscle contracts rapidly when it contracts
against no load—to a state of full contraction in about 0.1
second for the average muscle. When loads are applied, the
velocity of contraction becomes progressively less as the
load increases, as shown in Figure 6-11. That is, when the
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Figure 6-11 Relation of load to velocity of contraction in a skele-
tal muscle with a cross section of 1square centimeter and a length
of 8 centimeters.
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load has been increased to equal the maximum force that
the muscle can exert, the velocity of contraction becomes
zero and no contraction results, despite activation of the
muscle fiber.

This decreasing velocity of contraction with load is
caused by the fact that a load on a contracting muscle is a
reverse force that opposes the contractile force caused by
muscle contraction. Therefore, the net force that is avail-
able to cause velocity of shortening is correspondingly
reduced.

Energetics of Muscle Contraction

Work Output During Muscle Contraction

When a muscle contracts against a load, it performs work.
This means that energy is transferred from the muscle to
the external load to lift an object to a greater height or to
overcome resistance to movement.

In mathematical terms, work is defined by the follow-
ing equation:

W=LxD

in which W is the work output, L is the load, and D is
the distance of movement against the load. The energy
required to perform the work is derived from the chem-
ical reactions in the muscle cells during contraction, as
described in the following sections.

Sources of Energy for Muscle Contraction

We have already seen that muscle contraction depends on
energy supplied by ATP. Most of this energy is required
to actuate the walk-along mechanism by which the cross-
bridges pull the actin filaments, but small amounts are
required for (1) pumping calcium ions from the sarco-
plasm into the sarcoplasmic reticulum after the contrac-
tion is over and (2) pumping sodium and potassium ions
through the muscle fiber membrane to maintain appro-
priate ionic environment for propagation of muscle fiber
action potentials.

The concentration of ATP in the muscle fiber, about
4 millimolar, is sufficient to maintain full contraction
for only 1 to 2 seconds at most. The ATP is split to
form ADP, which transfers energy from the ATP mol-
ecule to the contracting machinery of the muscle fiber.
Then, as described in Chapter 2, the ADP is rephospho-
rylated to form new ATP within another fraction of a
second, which allows the muscle to continue its con-
traction. There are several sources of the energy for this
rephosphorylation.

The first source of energy that is used to reconstitute
the ATP is the substance phosphocreatine, which carries a
high-energy phosphate bond similar to the bonds of ATP.
The high-energy phosphate bond of phosphocreatine has
a slightly higher amount of free energy than that of each
ATP bond, as is discussed more fully in Chapters 67 and
72. Therefore, phosphocreatine is instantly cleaved, and its
released energy causes bonding of a new phosphate ion to
ADP to reconstitute the ATP. However, the total amount
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of phosphocreatine in the muscle fiber is also very little—
only about five times as great as the ATP. Therefore, the
combined energy of both the stored ATP and the phos-
phocreatine in the muscle is capable of causing maximal
muscle contraction for only 5 to 8 seconds.

The second important source of energy, which is used
to reconstitute both ATP and phosphocreatine, is “gly-
colysis” of glycogen previously stored in the muscle cells.
Rapid enzymatic breakdown of the glycogen to pyruvic
acid and lactic acid liberates energy that is used to convert
ADP to ATP; the ATP can then be used directly to ener-
gize additional muscle contraction and also to re-form the
stores of phosphocreatine.

The importance of this glycolysis mechanism is two-
fold. First, the glycolytic reactions can occur even in the
absence of oxygen, so muscle contraction can be sus-
tained for many seconds and sometimes up to more than
a minute, even when oxygen delivery from the blood is
not available. Second, the rate of formation of ATP by the
glycolytic process is about 2.5 times as rapid as ATP for-
mation in response to cellular foodstuffs reacting with
oxygen. However, so many end products of glycolysis
accumulate in the muscle cells that glycolysis also loses its
capability to sustain maximum muscle contraction after
about 1 minute.

The third and final source of energy is oxidative
metabolism. This means combining oxygen with the
end products of glycolysis and with various other cellu-
lar foodstuffs to liberate ATP. More than 95 percent of
all energy used by the muscles for sustained, long-term
contraction is derived from this source. The foodstuffs
that are consumed are carbohydrates, fats, and protein.
For extremely long-term maximal muscle activity—over
a period of many hours—by far the greatest proportion
of energy comes from fats, but for periods of 2 to 4 hours,
as much as one half of the energy can come from stored
carbohydrates.

The detailed mechanisms of these energetic processes
are discussed in Chapters 67 through 72. In addition, the
importance of the different mechanisms of energy release
during performance of different sports is discussed in
Chapter 84 on sports physiology.

Efficiency of Muscle Contraction. The efficiency of an
engine or a motor is calculated as the percentage of energy
input that is converted into work instead of heat. The
percentage of the input energy to muscle (the chemical
energy in nutrients) that can be converted into work, even
under the best conditions, is less than 25 percent, with the
remainder becoming heat. The reason for this low effi-
ciency is that about one half of the energy in foodstuffs is
lost during the formation of ATP, and even then, only 40 to
45 percent of the energy in the ATP itself can later be con-
verted into work.

Maximum efficiency can be realized only when the mus-
cle contracts at a moderate velocity. If the muscle contracts
slowly or without any movement, small amounts of main-
tenance heat are released during contraction, even though
little or no work is performed, thereby decreasing the con-
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version efficiency to as little as zero. Conversely, if contrac-
tion is too rapid, large proportions of the energy are used to
overcome viscous friction within the muscle itself, and this,
too, reduces the efficiency of contraction. Ordinarily, maxi-
mum efficiency is developed when the velocity of contrac-
tion is about 30 percent of maximum.

Duration of
depolarization

Gastrocnemius

Force of contraction

Characteristics of Whole Muscle Contraction

Ocular
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muscle
Many features of muscle contraction can be demonstrated by T T T T T T
eliciting single muscle twitches. This can be accomplished by 0 40 80 120 160 200
instantaneous electrical excitation of the nerve to a muscle Milliseconds

or by passing a short electrical stimulus through the muscle
itself, giving rise to a single, sudden contraction lasting for a
fraction of a second.

Figure 6-13 Duration of isometric contractions for different types
of mammalian skeletal muscles, showing a latent period between
the action potential (depolarization) and muscle contraction.

Isometric Versus Isotonic Contraction. Muscle contrac-
tion is said to be isometric when the muscle does not shorten
during contraction and isotonic when it does shorten but the
tension on the muscle remains constant throughout the con-
traction. Systems for recording the two types of muscle con-
traction are shown in Figure 6-12.

In the isometric system, the muscle contracts against
a force transducer without decreasing the muscle length,
as shown on the right in Figure 6-12. In the isotonic sys-
tem, the muscle shortens against a fixed load; this is illus-
trated on the left in the figure, showing a muscle lifting a
pan of weights. The characteristics of isotonic contraction
depend on the load against which the muscle contracts, as
well as the inertia of the load. However, the isometric sys-
tem records strictly changes in force of muscle contraction
itself. Therefore, the isometric system is most often used
when comparing the functional characteristics of different
muscle types.

Characteristics of Isometric Twitches Recorded from
Different Muscles. The human body has many sizes of
skeletal muscles—from the small stapedius muscle in the
middle ear, measuring only a few millimeters long and a
millimeter or so in diameter, up to the large quadriceps
muscle, a half million times as large as the stapedius.
Further, the fibers may be as small as 10 micrometers in
diameter or as large as 80 micrometers. Finally, the ener-
getics of muscle contraction vary considerably from one
muscle to another. Therefore, it is no wonder that the
mechanical characteristics of muscle contraction differ
among muscles.

Stimulating

Stimulating cloctrodes

electrodes

Kymograph Muscle

>
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Electronic force x
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To electronic
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Figure 6-13 shows records of isometric contractions of
three types of skeletal muscle: an ocular muscle, which has
a duration of isometric contraction of less than 1/50 second;
the gastrocnemius muscle, which has a duration of contrac-
tion of about 1/15 second; and the soleus muscle, which has
a duration of contraction of about 1/5 second. It is interesting
that these durations of contraction are adapted to the func-
tions of the respective muscles. Ocular movements must be
extremely rapid to maintain fixation of the eyes on specific
objects to provide accuracy of vision. The gastrocnemius
muscle must contract moderately rapidly to provide suffi-
cient velocity of limb movement for running and jumping,
and the soleus muscle is concerned principally with slow
contraction for continual, long-term support of the body
against gravity.

Fast Versus Slow Muscle Fibers. As we discuss more fully
in Chapter 84 on sports physiology, every muscle of the body
is composed of a mixture of so-called fast and slow muscle
fibers, with still other fibers gradated between these two
extremes. Muscles that react rapidly, including anterior tibia-
lis, are composed mainly of “fast” fibers with only small num-
bers of the slow variety. Conversely, muscles such as soleus
that respond slowly but with prolonged contraction are com-
posed mainly of “slow” fibers. The differences between these
two types of fibers are as follows.

Slow Fibers (Type 1, Red Muscle). (1) Smaller fibers. (2)
Also innervated by smaller nerve fibers. (3) More extensive
blood vessel system and capillaries to supply extra amounts
of oxygen. (4) Greatly increased numbers of mitochondria,
also to support high levels of oxidative metabolism. (5) Fibers
contain large amounts of myoglobin, an iron-containing pro-
tein similar to hemoglobin in red blood cells. Myoglobin
combines with oxygen and stores it until needed; this also
greatly speeds oxygen transport to the mitochondria. The
myoglobin gives the slow muscle a reddish appearance and
the name red muscle.

Fast Fibers (Type Il, White Muscle). (1) Large fibers for
great strength of contraction. (2) Extensive sarcoplasmic
reticulum for rapid release of calcium ions to initiate con-
traction. (3) Large amounts of glycolytic enzymes for rapid
release of energy by the glycolytic process. (4) Less extensive
blood supply because oxidative metabolism is of secondary
importance. (5) Fewer mitochondria, also because oxidative

metabolism is secondary. A deficit of red myoglobin in fast
muscle gives it the name white muscle.

Figure 6-12 Isotonic and isometric systems for recording muscle
contractions.
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Mechanics of Skeletal Muscle Contraction

Motor Unit—All the Muscle Fibers Innervated by a Single
Nerve Fiber. Each motoneuron that leaves the spinal cord
innervates multiple muscle fibers, the number depending
on the type of muscle. All the muscle fibers innervated by
a single nerve fiber are called a motor unit. In general, small
muscles that react rapidly and whose control must be exact
have more nerve fibers for fewer muscle fibers (for instance,
as few as two or three muscle fibers per motor unit in some
of the laryngeal muscles). Conversely, large muscles that do
not require fine control, such as the soleus muscle, may have
several hundred muscle fibers in a motor unit. An average
figure for all the muscles of the body is questionable, but
a good guess would be about 80 to 100 muscle fibers to a
motor unit.

The muscle fibers in each motor unit are not all bunched
together in the muscle but overlap other motor units in
microbundles of 3 to 15 fibers. This interdigitation allows the
separate motor units to contract in support of one another
rather than entirely as individual segments.

Muscle Contractions of Different Force—Force Sum-
mation. Summation means the adding together of indi-
vidual twitch contractions to increase the intensity of
overall muscle contraction. Summation occurs in two
ways: (1) by increasing the number of motor units con-
tracting simultaneously, which is called multiple fiber
summation, and (2) by increasing the frequency of con-
traction, which is called frequency summation and can
lead to tetanization.

Multiple Fiber Summation. When the central nervous
system sends a weak signal to contract a muscle, the smaller
motor units of the muscle may be stimulated in preference
to the larger motor units. Then, as the strength of the signal
increases, larger and larger motor units begin to be excited as
well, with the largest motor units often having as much as 50
times the contractile force of the smallest units. This is called
the size principle. It is important because it allows the grada-
tions of muscle force during weak contraction to occur in
small steps, whereas the steps become progressively greater
when large amounts of force are required. The cause of this
size principle is that the smaller motor units are driven by
small motor nerve fibers, and the small motoneurons in the
spinal cord are more excitable than the larger ones, so natu-
rally they are excited first.

Another important feature of multiple fiber summation is
that the different motor units are driven asynchronously by
the spinal cord, so contraction alternates among motor units
one after the other, thus providing smooth contraction even
at low frequencies of nerve signals.

Frequency Summation and Tetanization. Figure 6-14
shows the principles of frequency summation and tetaniza-
tion. To the left are displayed individual twitch contractions
occurring one after another at low frequency of stimulation.
Then, as the frequency increases, there comes a point where
each new contraction occurs before the preceding one is over.
As a result, the second contraction is added partially to the
first, so the total strength of contraction rises progressively
with increasing frequency. When the frequency reaches a
critical level, the successive contractions eventually become
so rapid that they fuse together and the whole muscle con-
traction appears to be completely smooth and continuous, as
shown in the figure. This is called tetanization. At a slightly
higher frequency, the strength of contraction reaches its
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Figure 6-14 Frequency summation and tetanization.

maximum, so any additional increase in frequency beyond
that point has no further effect in increasing contractile force.
This occurs because enough calcium ions are maintained in
the muscle sarcoplasm, even between action potentials, so
that full contractile state is sustained without allowing any
relaxation between the action potentials.

Maximum Strength of Contraction. The maximum
strength of tetanic contraction of a muscle operating at a
normal muscle length averages between 3 and 4 kilograms
per square centimeter of muscle, or 50 pounds per square
inch. Because a quadriceps muscle can have up to 16 square
inches of muscle belly, as much as 800 pounds of tension
may be applied to the patellar tendon. Thus, one can readily
understand how it is possible for muscles to pull their ten-
dons out of their insertions in bone.

Changes in Muscle Strength at the Onset of Contraction—
The Staircase Effect (Treppe). When a muscle begins to
contract after a long period of rest, its initial strength of
contraction may be as little as one-half its strength 10 to 50
muscle twitches later. That is, the strength of contraction
increases to a plateau, a phenomenon called the staircase
effect, or treppe.

Although all the possible causes of the staircase effect are
not known, it is believed to be caused primarily by increas-
ing calcium ions in the cytosol because of the release of more
and more ions from the sarcoplasmic reticulum with each
successive muscle action potential and failure of the sarco-
plasm to recapture the ions immediately.

Skeletal Muscle Tone. Even when muscles are at rest, a
certain amount of tautness usually remains. This is called
muscle tone. Because normal skeletal muscle fibers do not
contract without an action potential to stimulate the fibers,
skeletal muscle tone results entirely from a low rate of nerve
impulses coming from the spinal cord. These, in turn, are
controlled partly by signals transmitted from the brain to the
appropriate spinal cord anterior motoneurons and partly by
signals that originate in muscle spindles located in the mus-
cle itself. Both of these are discussed in relation to muscle
spindle and spinal cord function in Chapter 54.

Muscle Fatigue. Prolonged and strong contraction of
a muscle leads to the well-known state of muscle fatigue.
Studies in athletes have shown that muscle fatigue increases
in almost direct proportion to the rate of depletion of muscle
glycogen. Therefore, fatigue results mainly from inability of
the contractile and metabolic processes of the muscle fibers
to continue supplying the same work output. However, exper-
iments have also shown that transmission of the nerve signal



through the neuromuscular junction, which is discussed in
Chapter 7, can diminish at least a small amount after intense
prolonged muscle activity, thus further diminishing muscle
contraction. Interruption of blood flow through a contract-
ing muscle leads to almost complete muscle fatigue within 1
or 2 minutes because of the loss of nutrient supply, especially
loss of oxygen.

Lever Systems of the Body. Muscles operate by apply-
ing tension to their points of insertion into bones, and the
bones in turn form various types of lever systems. Figure
6-15 shows the lever system activated by the biceps muscle
to lift the forearm. If we assume that a large biceps muscle
has a cross-sectional area of 6 square inches, the maximum
force of contraction would be about 300 pounds. When the
forearm is at right angles with the upper arm, the tendon
attachment of the biceps is about 2 inches anterior to the ful-
crum at the elbow and the total length of the forearm lever
is about 14 inches. Therefore, the amount of lifting power
of the biceps at the hand would be only one seventh of the
300 pounds of muscle force, or about 43 pounds. When the
arm is fully extended, the attachment of the biceps is much
less than 2 inches anterior to the fulcrum and the force with
which the hand can be brought forward is also much less
than 43 pounds.

In short, an analysis of the lever systems of the body
depends on knowledge of (1) the point of muscle inser-
tion, (2) its distance from the fulcrum of the lever, (3) the
length of the lever arm, and (4) the position of the lever.
Many types of movement are required in the body, some of
which need great strength and others of which need large
distances of movement. For this reason, there are many dif-
ferent types of muscle; some are long and contract a long
distance, and some are short but have large cross-sectional
areas and can provide extreme strength of contraction
over short distances. The study of different types of mus-
cles, lever systems, and their movements is called kinesi-
ology and is an important scientific component of human
physioanatomy.

“Positioning” of a Body Part by Contraction of Agonist
and Antagonist Muscles on Opposite Sides of a Joint—
“Coactivation” of Antagonist Muscles. Virtually all body
movements are caused by simultaneous contraction of ago-
nist and antagonist muscles on opposite sides of joints. This

Figure 6-15 Lever system activated by the biceps muscle.
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is called coactivation of the agonist and antagonist muscles,
and it is controlled by the motor control centers of the brain
and spinal cord.

The position of each separate part of the body, such as
an arm or a leg, is determined by the relative degrees of
contraction of the agonist and antagonist sets of muscles.
For instance, let us assume that an arm or a leg is to be
placed in a midrange position. To achieve this, agonist and
antagonist muscles are excited about equally. Remember
that an elongated muscle contracts with more force than a
shortened muscle, which was demonstrated in Figure 6-10,
showing maximum strength of contraction at full func-
tional muscle length and almost no strength of contraction
at half-normal length. Therefore, the elongated muscle on
one side of a joint can contract with far greater force than
the shorter muscle on the opposite side. As an arm or leg
moves toward its midposition, the strength of the longer
muscle decreases, whereas the strength of the shorter mus-
cle increases until the two strengths equal each other. At
this point, movement of the arm or leg stops. Thus, by vary-
ing the ratios of the degree of activation of the agonist and
antagonist muscles, the nervous system directs the posi-
tioning of the arm or leg.

We learn in Chapter 54 that the motor nervous system
has additional important mechanisms to compensate for dif-
ferent muscle loads when directing this positioning process.

Remodeling of Muscle to Match Function

All the muscles of the body are continually being remodeled
to match the functions that are required of them. Their diam-
eters are altered, their lengths are altered, their strengths are
altered, their vascular supplies are altered, and even the types
of muscle fibers are altered at least slightly. This remodel-
ing process is often quite rapid, within a few weeks. Indeed,
experiments in animals have shown that muscle contrac-
tile proteins in some smaller, more active muscles can be
replaced in as little as 2 weeks.

Muscle Hypertrophy and Muscle Atrophy. When the total
mass of a muscle increases, this is called muscle hypertrophy.
When it decreases, the process is called muscle atrophy.

Virtually all muscle hypertrophy results from an
increase in the number of actin and myosin filaments in
each muscle fiber, causing enlargement of the individ-
ual muscle fibers; this is called simply fiber hypertrophy.
Hypertrophy occurs to a much greater extent when the
muscle is loaded during the contractile process. Only a few
strong contractions each day are required to cause signifi-
cant hypertrophy within 6 to 10 weeks.

The manner in which forceful contraction leads to hyper-
trophy is not known. It is known, however, that the rate of
synthesis of muscle contractile proteins is far greater when
hypertrophy is developing, leading also to progressively
greater numbers of both actin and myosin filaments in the
myofibrils, often increasing as much as 50 percent. In turn,
some of the myofibrils themselves have been observed to
split within hypertrophying muscle to form new myofibrils,
but how important this is in usual muscle hypertrophy is still
unknown.

Along with the increasing size of myofibrils, the
enzyme systems that provide energy also increase. This
is especially true of the enzymes for glycolysis, allowing
rapid supply of energy during short-term forceful muscle
contraction.
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When a muscle remains unused for many weeks, the rate
of degradation of the contractile proteins is more rapid than
the rate of replacement. Therefore, muscle atrophy occurs.
The pathway that appears to account for much of the pro-
tein degradation in a muscle undergoing atrophy is the ATP-
dependent ubiquitin-proteasome pathway. Proteasomes are
large protein complexes that degrade damaged or unneeded
proteins by proteolysis, a chemical reaction that breaks peptide
bonds. Ubiquitin is a regulatory protein that basically labels
which cells will be targeted for proteasomal degradation.

Adjustment of Muscle Length. Another type of hyper-
trophy occurs when muscles are stretched to greater than
normal length. This causes new sarcomeres to be added
at the ends of the muscle fibers, where they attach to the
tendons. In fact, new sarcomeres can be added as rapidly
as several per minute in newly developing muscle, illus-
trating the rapidity of this type of hypertrophy.

Conversely, when a muscle continually remains
shortened to less than its normal length, sarcomeres at
the ends of the muscle fibers can actually disappear. It is
by these processes that muscles are continually remod-
eled to have the appropriate length for proper muscle
contraction.

Hyperplasia of Muscle Fibers. Under rare conditions
of extreme muscle force generation, the actual number of
muscle fibers has been observed to increase (but only by a
few percentage points), in addition to the fiber hypertro-
phy process. This increase in fiber number is called fiber
hyperplasia. When it does occur, the mechanism is linear
splitting of previously enlarged fibers.

Effects of Muscle Denervation. When a muscle
loses its nerve supply, it no longer receives the contrac-
tile signals that are required to maintain normal mus-
cle size. Therefore, atrophy begins almost immediately.
After about 2 months, degenerative changes also begin to
appear in the muscle fibers themselves. If the nerve sup-
ply to the muscle grows back rapidly, full return of func-
tion can occur in as little as 3 months, but from that time
onward, the capability of functional return becomes less
and less, with no further return of function after 1 to 2
years.

In the final stage of denervation atrophy, most of the
muscle fibers are destroyed and replaced by fibrous and
fatty tissue. The fibers that do remain are composed of
a long cell membrane with a lineup of muscle cell nuclei
but with few or no contractile properties and little or
no capability of regenerating myofibrils if a nerve does
regrow.

The fibrous tissue that replaces the muscle fibers dur-
ing denervation atrophy also has a tendency to continue
shortening for many months, which is called contracture.
Therefore, one of the most important problems in the
practice of physical therapy is to keep atrophying muscles
from developing debilitating and disfiguring contractures.
This is achieved by daily stretching of the muscles or use
of appliances that keep the muscles stretched during the
atrophying process.
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Recovery of Muscle Contraction in Poliomyelitis:
Development of Macromotor Units. When some but not
all nerve fibers to a muscle are destroyed, as commonly
occurs in poliomyelitis, the remaining nerve fibers branch off
to form new axons that then innervate many of the paralyzed
muscle fibers. This causes large motor units called macromo-
tor units, which can contain as many as five times the normal
number of muscle fibers for each motoneuron coming from
the spinal cord. This decreases the fineness of control one
has over the muscles but does allow the muscles to regain
varying degrees of strength.

Rigor Mortis

Several hours after death, all the muscles of the body go into
a state of contracture called “rigor mortis”; that is, the mus-
cles contract and become rigid, even without action poten-
tials. This rigidity results from loss of all the ATP, which is
required to cause separation of the cross-bridges from the
actin filaments during the relaxation process. The muscles
remain in rigor until the muscle proteins deteriorate about
15 to 25 hours later, which presumably results from autolysis
caused by enzymes released from lysosomes. All these events
occur more rapidly at higher temperatures.

Bibliography

Allen DG, Lamb GD, Westerblad H: Skeletal muscle fatigue: cellular mecha-
nisms, Physiol Rev 88:287, 2008.

Berchtold MW, Brinkmeier H, Muntener M: Calcium ion in skeletal muscle:
its crucial role for muscle function, plasticity, and disease, Physiol Rev
80:1215, 2000.

Cheng H, Lederer WJ: Calcium sparks, Physiol Rev 88:1491, 2008.

Clanton TL, Levine S: Respiratory muscle fiber remodeling in chronic
hyperinflation: dysfunction or adaptation? J Appl Physiol 107:324,
20009.

Clausen T: Na*-K* pump regulation and skeletal muscle contractility,
Physiol Rev 83:1269, 2003.

Dirksen RT: Checking your SOCCs and feet: the molecular mechanisms of
Ca2* entry in skeletal muscle, / Physiol 587:3139, 2009.

Fitts RH: The cross-bridge cycle and skeletal muscle fatigue, / Appl Physiol
104:551, 2008.

Glass DJ: Signalling pathways that mediate skeletal muscle hypertrophy
and atrophy, Nat Cell Biol 5:87, 2003.

Gordon AM, Regnier M, Homsher E: Skeletal and cardiac muscle contractile
activation: tropomyosin “rocks and rolls”, News Physiol Sci 16:49, 2001.

Gunning P, O’Neill G, Hardeman E: Tropomyosin-based regulation of the
actin cytoskeleton in time and space, Physiol Rev 88:1, 2008.

Huxley AF, Gordon AM: Striation patterns in active and passive shortening
of muscle, Nature (Lond) 193:280, 1962.

Kjaer M: Role of extracellular matrix in adaptation of tendon and skeletal
muscle to mechanical loading, Physiol Rev 84:649, 2004.

Lynch GS, Ryall JG: Role of beta-adrenoceptor signaling in skeletal muscle:
implications for muscle wasting and disease, Physiol Rev 88:729, 2008.

Maclntosh BR: Role of calcium sensitivity modulation in skeletal muscle
performance, News Physiol Sci 18:222, 2003.

Phillips SM, Glover El, Rennie MJ: Alterations of protein turnover underlying
disuse atrophy in human skeletal muscle, / App! Physiol 107:645, 2009.

Powers SK, Jackson MJ: Exercise-induced oxidative stress: cellular mech-
anisms and impact on muscle force production, Physiol Rev 88:1243,
2008.

Sandri M: Signaling in muscle atrophy and hypertrophy, Physiology
(Bethesda) 160, 2008.

Sieck GC, Regnier M: Plasticity and energetic demands of contraction in
skeletal and cardiac muscle, / Appl Physiol 90:1158, 2001.

Treves S, Vukcevic M, Maj M, et al: Minor sarcoplasmic reticulum mem-
brane components that modulate excitation-contraction coupling in
striated muscles, / Physiol 587:3071, 2009.



CHAPTER 7

Excitation of Skeletal Muscle:
Neuromuscular Transmission and
Excitation-Contraction Coupling

Transmission of
e : Impulses from Nerve
e _ ) Endings to Skeletal
'@ BE - Muscle Fibers: The
' - Neuromuscular
Junction

The skeletal muscle fibers are innervated by large, myeli-
nated nerve fibers that originate from large motoneurons
in the anterior horns of the spinal cord. As pointed out
in Chapter 6, each nerve fiber, after entering the muscle
belly, normally branches and stimulates from three to
several hundred skeletal muscle fibers. Each nerve ending
makes a junction, called the neuromuscular junction, with
the muscle fiber near its midpoint. The action potential
initiated in the muscle fiber by the nerve signal travels in
both directions toward the muscle fiber ends. With the
exception of about 2 percent of the muscle fibers, there is
only one such junction per muscle fiber.

Physiologic Anatomy of the Neuromuscular
Junction—The Motor End Plate. Figure 7-14 and B
shows the neuromuscular junction from a large, myeli-
nated nerve fiber to a skeletal muscle fiber. The nerve fiber
forms a complex of branching nerve terminals that invagi-
nate into the surface of the muscle fiber but lie outside the
muscle fiber plasma membrane. The entire structure is
called the motor end plate. It is covered by one or more
Schwann cells that insulate it from the surrounding fluids.

Figure 7-1C shows an electron micrographic sketch
of the junction between a single axon terminal and the
muscle fiber membrane. The invaginated membrane is
called the synaptic gutter or synaptic trough, and the space
between the terminal and the fiber membrane is called
the synaptic space or synaptic cleft. This space is 20 to 30
nanometers wide. At the bottom of the gutter are numer-
ous smaller folds of the muscle membrane called subneu-
ral clefts, which greatly increase the surface area at which
the synaptic transmitter can act.

In the axon terminal are many mitochondria that sup-
ply adenosine triphosphate (ATP), the energy source that
is used for synthesis of an excitatory transmitter, acetyl-
choline. The acetylcholine in turn excites the muscle fiber

membrane. Acetylcholine is synthesized in the cytoplasm
of the terminal, but it is absorbed rapidly into many small
synaptic vesicles, about 300,000 of which are normally in
the terminals of a single end plate. In the synaptic space
are large quantities of the enzyme acetylcholinesterase,
which destroys acetylcholine a few milliseconds after it
has been released from the synaptic vesicles.

Secretion of Acetylcholine by the Nerve Terminals

When a nerve impulse reaches the neuromuscular junc-
tion, about 125 vesicles of acetylcholine are released
from the terminals into the synaptic space. Some of the
details of this mechanism can be seen in Figure 7-2, which
shows an expanded view of a synaptic space with the neu-
ral membrane above and the muscle membrane and its
subneural clefts below.

On the inside surface of the neural membrane are lin-
ear dense bars, shown in cross section in Figure 7-2. To
each side of each dense bar are protein particles that pen-
etrate the neural membrane; these are voltage-gated cal-
cium channels. When an action potential spreads over the
terminal, these channels open and allow calcium ions to
diffuse from the synaptic space to the interior of the nerve
terminal. The calcium ions, in turn, are believed to exert
an attractive influence on the acetylcholine vesicles, draw-
ing them to the neural membrane adjacent to the dense
bars. The vesicles then fuse with the neural membrane
and empty their acetylcholine into the synaptic space by
the process of exocytosis.

Although some of the aforementioned details are spec-
ulative, it is known that the effective stimulus for causing
acetylcholine release from the vesicles is entry of calcium
ions and that acetylcholine from the vesicles is then emptied
through the neural membrane adjacent to the dense bars.

Effect of Acetylcholine on the Postsynaptic Muscle
Fiber Membrane to Open lon Channels. Figure 7-2
also shows many small acetylcholine receptors in the mus-
cle fiber membrane; these are acetylcholine-gated ion
channels, and they are located almost entirely near the
mouths of the subneural clefts lying immediately below
the dense bar areas, where the acetylcholine is emptied
into the synaptic space.
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Figure 7-1 Different views of the
motor end plate. A, Longitudinal
section through the end plate.
B, Surface view of the end
plate. C, Electron micrographic
appearance of the contact point
between a single axon terminal
and the muscle fiber membrane.
(Redrawn from Fawcett DW, as
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Figure 7-2 Release of acetylcholine from synaptic vesicles at the
neural membrane of the neuromuscular junction. Note the prox-
imity of the release sites in the neural membrane to the acetyl-
choline receptors in the muscle membrane, at the mouths of the
subneural clefts.

Each receptor is a protein complex that has a total
molecular weight of 275,000. The complex is composed
of five subunit proteins, two alpha proteins and one each
of beta, delta, and gamma proteins. These protein mol-
ecules penetrate all the way through the membrane, lying
side by side in a circle to form a tubular channel, illus-
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Subneural clefts

trated in Figure 7-3. The channel remains constricted, as
shown in section A of the figure, until two acetylcholine
molecules attach respectively to the two alpha subunit
proteins. This causes a conformational change that opens
the channel, as shown in section B of the figure.

The acetylcholine-gated channel has a diameter of
about 0.65 nanometer, which is large enough to allow the
important positive ions—sodium (Na*), potassium (K*),
and calcium (Ca**)—to move easily through the opening.
Conversely, negative ions, such as chloride ions, do not
pass through because of strong negative charges in the
mouth of the channel that repel these negative ions.

In practice, far more sodium ions flow through the
acetylcholine-gated channels than any other ions, for two
reasons. First, there are only two positive ions in large
concentration: sodium ions in the extracellular fluid and
potassium ions in the intracellular fluid. Second, the neg-
ative potential on the inside of the muscle membrane,
-80 to —90 millivolts, pulls the positively charged sodium
ions to the inside of the fiber, while simultaneously pre-
venting efflux of the positively charged potassium ions
when they attempt to pass outward.

As shown in Figure 7-3B, the principal effect of opening
the acetylcholine-gated channels is to allow large numbers
of sodium ions to pour to the inside of the fiber, carrying
with them large numbers of positive charges. This creates a
local positive potential change inside the muscle fiber mem-
brane, called the end plate potential. In turn, this end plate
potential initiates an action potential that spreads along the
muscle membrane and thus causes muscle contraction.
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Na* Ach

B

Figure 7-3 Acetylcholine-gated channel. A, Closed state. B, After
acetylcholine (Ach) has become attached and a conformational
change has opened the channel, allowing sodium ions to enter the
muscle fiber and excite contraction. Note the negative charges at
the channel mouth that prevent passage of negative ions such as
chloride ions.

Destruction of the Released Acetylcholine by
Acetylcholinesterase. Theacetylcholine, once released
into the synaptic space, continues to activate the acetyl-
choline receptors as long as the acetylcholine persists in
the space. However, it is removed rapidly by two means:
(1) Most of the acetylcholine is destroyed by the enzyme
acetylcholinesterase, which is attached mainly to the
spongy layer of fine connective tissue that fills the syn-
aptic space between the presynaptic nerve terminal and
the postsynaptic muscle membrane. (2) A small amount
of acetylcholine diffuses out of the synaptic space and
is then no longer available to act on the muscle fiber
membrane.

The short time that the acetylcholine remains in the
synaptic space—a few milliseconds at most—normally
is sufficient to excite the muscle fiber. Then the rapid
removal of the acetylcholine prevents continued muscle
re-excitation after the muscle fiber has recovered from its
initial action potential.

End Plate Potential and Excitation of the Skeletal
Muscle Fiber. The sudden insurgence of sodium ions
into the muscle fiber when the acetylcholine-gated chan-
nels open causes the electrical potential inside the fiber
at the local area of the end plate to increase in the posi-
tive direction as much as 50 to 75 millivolts, creating a
local potential called the end plate potential. Recall from
Chapter 5 that a sudden increase in nerve membrane
potential of more than 20 to 30 millivolts is normally suf-
ficient to initiate more and more sodium channel open-
ing, thus initiating an action potential at the muscle fiber
membrane.

Figure 7-4 shows the principle of an end plate poten-
tial initiating the action potential. This figure shows three
separate end plate potentials. End plate potentials A and
C are too weak to elicit an action potential, but they do
produce weak local end plate voltage changes, as recorded
in the figure. By contrast, end plate potential B is much
stronger and causes enough sodium channels to open so
that the self-regenerative effect of more and more sodium
ions flowing to the interior of the fiber initiates an action
potential. The weakness of the end plate potential at point
A was caused by poisoning of the muscle fiber with curare,
a drug that blocks the gating action of acetylcholine on the
acetylcholine channels by competing for the acetylcholine
receptor sites. The weakness of the end plate potential at
point C resulted from the effect of botulinum toxin, a bac-
terial poison that decreases the quantity of acetylcholine
release by the nerve terminals.

Safety Factor for Transmission at the Neuro-
muscular Junction; Fatigue of the Junction. Ordinarily,
each impulse that arrives at the neuromuscular junction
causes about three times as much end plate potential as
that required to stimulate the muscle fiber. Therefore,
the normal neuromuscular junction is said to have a high
safety factor. However, stimulation of the nerve fiber at
rates greater than 100 times per second for several min-
utes often diminishes the number of acetylcholine ves-
icles so much that impulses fail to pass into the muscle
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Figure 7-4 End plate potentials (in millivolts). A, Weakened end
plate potential recorded in a curarized muscle, too weak to elicit
an action potential. B, Normal end plate potential eliciting a mus-
cle action potential. C, Weakened end plate potential caused by
botulinum toxin that decreases end plate release of acetylcholine,
again too weak to elicit a muscle action potential.
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fiber. This is called fatigue of the neuromuscular junc-
tion, and it is the same effect that causes fatigue of syn-
apses in the central nervous system when the synapses
are overexcited. Under normal functioning conditions,
measurable fatigue of the neuromuscular junction occurs
rarely, and even then only at the most exhausting levels
of muscle activity.
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Molecular Biology of Acetylcholine
Formation and Release

Because the neuromuscular junction is large enough to be
studied easily, it is one of the few synapses of the nervous sys-
tem for which most of the details of chemical transmission
have been worked out. The formation and release of acetyl-
choline at this junction occur in the following stages:

1. Small vesicles, about 40 nanometers in size, are formed
by the Golgi apparatus in the cell body of the motoneuron
in the spinal cord. These vesicles are then transported by
axoplasm that “streams” through the core of the axon from
the central cell body in the spinal cord all the way to the
neuromuscular junction at the tips of the peripheral nerve
fibers. About 300,000 of these small vesicles collect in the
nerve terminals of a single skeletal muscle end plate.

2. Acetylcholine is synthesized in the cytosol of the nerve
fiber terminal but is immediately transported through
the membranes of the vesicles to their interior, where it
is stored in highly concentrated form, about 10,000 mol-
ecules of acetylcholine in each vesicle.

3. When an action potential arrives at the nerve terminal,
it opens many calcium channels in the membrane of the
nerve terminal because this terminal has an abundance of
voltage-gated calcium channels. As a result, the calcium
ion concentration inside the terminal membrane increases
about 100-fold, which in turn increases the rate of fusion
of the acetylcholine vesicles with the terminal membrane
about 10,000-fold. This fusion makes many of the vesicles
rupture, allowing exocytosis of acetylcholine into the syn-
aptic space. About 125 vesicles usually rupture with each
action potential. Then, after a few milliseconds, the ace-
tylcholine is split by acetylcholinesterase into acetate ion
and choline and the choline is reabsorbed actively into the
neural terminal to be reused to form new acetylcholine.
This sequence of events occurs within a period of 5 to 10
milliseconds.

4. The number of vesicles available in the nerve ending is
sufficient to allow transmission of only a few thousand
nerve-to-muscle impulses. Therefore, for continued func-
tion of the neuromuscular junction, new vesicles need
to be re-formed rapidly. Within a few seconds after each
action potential is over, “coated pits” appear in the termi-
nal nerve membrane, caused by contractile proteins in
the nerve ending, especially the protein clathrin, which is
attached to the membrane in the areas of the original ves-
icles. Within about 20 seconds, the proteins contract and
cause the pits to break away to the interior of the mem-
brane, thus forming new vesicles. Within another few sec-
onds, acetylcholine is transported to the interior of these
vesicles, and they are then ready for a new cycle of acetyl-
choline release.

Drugs That Enhance or Block Transmission at the
Neuromuscular Junction

Drugs That Stimulate the Muscle Fiber by Acetylcholine-
Like Action. Many compounds, including methacholine,
carbachol, and nicotine, have the same effect on the muscle
fiber as does acetylcholine. The difference between these
drugs and acetylcholine is that the drugs are not destroyed
by cholinesterase or are destroyed so slowly that their action
often persists for many minutes to several hours. The drugs
work by causing localized areas of depolarization of the mus-
cle fiber membrane at the motor end plate where the acetyl-
choline receptors are located. Then, every time the muscle
fiber recovers from a previous contraction, these depolarized
areas, by virtue of leaking ions, initiate a new action poten-
tial, thereby causing a state of muscle spasm.

Drugs That Stimulate the Neuromuscular Junction
by Inactivating Acetylcholinesterase. Three particularly
well-known drugs, neostigmine, physostigmine, and diiso-
propyl fluorophosphate, inactivate the acetylcholinesterase
in the synapses so that it no longer hydrolyzes acetylcho-
line. Therefore, with each successive nerve impulse, addi-
tional acetylcholine accumulates and stimulates the muscle
fiber repetitively. This causes muscle spasm when even a
few nerve impulses reach the muscle. Unfortunately, it can
also cause death due to laryngeal spasm, which smothers
the person.

Neostigmine and physostigmine combine with acetyl-
cholinesterase to inactivate the acetylcholinesterase for
up to several hours, after which these drugs are displaced
from the acetylcholinesterase so that the esterase once again
becomes active. Conversely, diisopropyl fluorophosphate,
which is a powerful “nerve” gas poison, inactivates acetyl-
cholinesterase for weeks, which makes this a particularly
lethal poison.

Drugs That Block Transmission at the Neuromuscular
Junction. A group of drugs known as curariform drugs can
prevent passage of impulses from the nerve ending into the
muscle. For instance, D-tubocurarine blocks the action of
acetylcholine on the muscle fiber acetylcholine receptors,
thus preventing sufficient increase in permeability of the
muscle membrane channels to initiate an action potential.

Myasthenia Gravis Causes Muscle Paralysis

Myasthenia gravis, which occurs in about 1 in every 20,000
persons, causes muscle paralysis because of inability of the
neuromuscular junctions to transmit enough signals from
the nerve fibers to the muscle fibers. Pathologically, antibod-
ies that attack the acetylcholine receptors have been demon-
strated in the blood of most patients with myasthenia gravis.
Therefore, it is believed that myasthenia gravis is an autoim-
mune disease in which the patients have developed antibod-
ies that block or destroy their own acetylcholine receptors at
the postsynaptic neuromuscular junction.

Regardless of the cause, the end plate potentials that
occur in the muscle fibers are mostly too weak to initiate
opening of the voltage-gated sodium channels so that muscle
fiber depolarization does not occur. If the disease is intense
enough, the patient dies of paralysis—in particular, paraly-
sis of the respiratory muscles. The disease can usually be
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ameliorated for several hours by administering neostigmine
or some other anticholinesterase drug, which allows larger
than normal amounts of acetylcholine to accumulate in the
synaptic space. Within minutes, some of these paralyzed
people can begin to function almost normally, until a new
dose of neostigmine is required a few hours later.

Muscle Action Potential

Almost everything discussed in Chapter 5 regarding ini-
tiation and conduction of action potentials in nerve fibers
applies equally to skeletal muscle fibers, except for quan-
titative differences. Some of the quantitative aspects of
muscle potentials are the following:

1. Resting membrane potential: about —80 to —90 milli-
volts in skeletal fibers—the same as in large myelinated
nerve fibers.

2. Duration of action potential: 1 to 5 milliseconds in

skeletal muscle—about five times as long as in large
myelinated nerves.

Zline

Triad of the
reticulum

A band <

| band <

Sarcotubules

3. Velocity of conduction: 3 to 5 m/sec—about 1/13 the
velocity of conduction in the large myelinated nerve
fibers that excite skeletal muscle.

Spread of the Action Potential to the Interior of
the Muscle Fiber by Way of “Transverse Tubules”

The skeletal muscle fiber is so large that action poten-
tials spreading along its surface membrane cause almost
no current flow deep within the fiber. Yet to cause maxi-
mum muscle contraction, current must penetrate deeply
into the muscle fiber to the vicinity of the separate myo-
fibrils. This is achieved by transmission of action poten-
tials along transverse tubules (T tubules) that penetrate
all the way through the muscle fiber from one side of
the fiber to the other, as illustrated in Figure 7-5. The
T tubule action potentials cause release of calcium ions
inside the muscle fiber in the immediate vicinity of the
myofibrils, and these calcium ions then cause contrac-
tion. This overall process is called excitation-contraction
coupling.

Sarcolemma

Terminal
cisternae

™~

Transverse
tubule

Mitochondrion

Sarcoplasmic
reticulum

Transverse
tubule

Figure 7-5 Transverse (T) tubule—sarcoplasmic reticulum system. Note that the T tubules communicate with the outside of the cell mem-
brane, and deep in the muscle fiber, each T tubule lies adjacent to the ends of longitudinal sarcoplasmic reticulum tubules that surround all
sides of the actual myofibrils that contract. This illustration was drawn from frog muscle, which has one T tubule per sarcomere, located at
the Z line. A similar arrangement is found in mammalian heart muscle, but mammalian skeletal muscle has two T tubules per sarcomere,

located at the A-I band junctions.
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Excitation-Contraction Coupling

Transverse Tubule-Sarcoplasmic
Reticulum System

Figure 7-5 shows myofibrils surrounded by the T tubule—
sarcoplasmic reticulum system. The T tubules are small
and run transverse to the myofibrils. They begin at the cell
membrane and penetrate all the way from one side of the
muscle fiber to the opposite side. Not shown in the figure
is the fact that these tubules branch among themselves
and form entire planes of T tubules interlacing among all
the separate myofibrils. Also, where the T tubules origi-
nate from the cell membrane, they are open to the exterior
of the muscle fiber. Therefore, they communicate with the
extracellular fluid surrounding the muscle fiber and they
themselves contain extracellular fluid in their lumens. In
other words, the T tubules are actually internal extensions
of the cell membrane. Therefore, when an action potential
spreads over a muscle fiber membrane, a potential change
also spreads along the T tubules to the deep interior of the
muscle fiber. The electrical currents surrounding these
T tubules then elicit the muscle contraction.

Figure 7-5 also shows a sarcoplasmic reticulum, in yel-
low. This is composed of two major parts: (1) large cham-
bers called terminal cisternae that abut the T tubules and
(2) long longitudinal tubules that surround all surfaces of
the actual contracting myofibrils.

Release of Calcium lons by the Sarcoplasmic
Reticulum

One of the special features of the sarcoplasmic reticu-
lum is that within its vesicular tubules is an excess of cal-
cium ions in high concentration, and many of these ions
are released from each vesicle when an action potential
occurs in the adjacent T tubule.

Figure 7-6 Excitation-contraction coupling in skeletal muscle. The
top panel shows an action potential in the T tubule that causes a
conformational change in the voltage-sensing dihydropyridine (DHP)
receptors, opening the Ca** release channels in the terminal cisternae
of the sarcoplasmic reticulum and permitting Ca** to rapidly diffuse
into the sarcoplasm and initiate muscle contraction. During repolar-
ization (bottom panel) the conformational change in the DHP recep-
tor closes the Ca** release channels and Ca** is transported from the
sarcoplasm into the sarcoplasmic reticulum by an ATP-dependent
calcium pump.
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Figures 7-6 and 7-7 show that the action potential of the
T tubule causes current flow into the sarcoplasmic reticu-
lar cisternae where they abut the T tubule. As the action
potential reaches the T tubule, the voltage change is sensed
by dihydropyridine receptors that are linked to calcium
release channels, also called ryanodine receptor channels,
in the adjacent sarcoplasmic reticular cisternae (see Figure
7-6). Activation of dihydropyridine receptors triggers the
opening of the calcium release channels in the cisternae, as
well as in their attached longitudinal tubules. These chan-
nels remain open for a few milliseconds, releasing calcium
ions into the sarcoplasm surrounding the myofibrils and
causing contraction, as discussed in Chapter 6.

Calcium Pump for Removing Calcium lons from the
Myofibrillar Fluid After Contraction Occurs. Once the
calcium ions have been released from the sarcoplasmic
tubules and have diffused among the myofibrils, muscle
contraction continues as long as the calcium ions remain in
high concentration. However, a continually active calcium
pump located in the walls of the sarcoplasmic reticulum
pumps calcium ions away from the myofibrils back into
the sarcoplasmic tubules (see Figure 7-6). This pump can
concentrate the calcium ions about 10,000-fold inside the
tubules. In addition, inside the reticulum is a protein called
calsequestrin that can bind up to 40 times more calcium.

Excitatory “Pulse” of Calcium lons. The normal
resting state concentration (<10~ molar) of calcium ions
in the cytosol that bathes the myofibrils is too little to
elicit contraction. Therefore, the troponin-tropomyosin
complex keeps the actin filaments inhibited and main-
tains a relaxed state of the muscle.

Conversely, full excitation of the T tubule and sar-
coplasmic reticulum system causes enough release
of calcium ions to increase the concentration in the
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Figure 7-7 Excitation-contraction coupling in the muscle, showing (1) an action potential that causes release of calcium ions from the
sarcoplasmic reticulum and then (2) re-uptake of the calcium ions by a calcium pump.

myofibrillar fluid to as high as 2 x 10™ molar concen-
tration, a 500-fold increase, which is about 10 times the
level required to cause maximum muscle contraction.
Immediately thereafter, the calcium pump depletes the
calcium ions again. The total duration of this calcium
“pulse” in the usual skeletal muscle fiber lasts about 1/20 of
a second, although it may last several times as long in some
fibers and several times less in others. (In heart muscle, the
calcium pulse lasts about one third of a second because of
the long duration of the cardiac action potential.)

During this calcium pulse, muscle contraction occurs.
If the contraction is to continue without interruption for
long intervals, a series of calcium pulses must be initiated
by a continuous series of repetitive action potentials, as
discussed in Chapter 6.
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CHAPTER 8

Excitation and Contraction of Smooth Muscle

Contraction of
Smooth Muscle

In Chapters 6 and 7, the dis-
cussion was concerned with
skeletal muscle. We now turn
to smooth muscle, which is composed of far smaller fibers—
usually 1 to 5 micrometers in diameter and only 20 to 500
micrometers in length. In contrast, skeletal muscle fibers are
as much as 30 times greater in diameter and hundreds of
times as long. Many of the same principles of contraction
apply to smooth muscle as to skeletal muscle. Most impor-
tant, essentially the same attractive forces between myosin
and actin filaments cause contraction in smooth muscle as
in skeletal muscle, but the internal physical arrangement of
smooth muscle fibers is different.

Types of Smooth Muscle

The smooth muscle of each organ is distinctive from that
of most other organs in several ways: (1) physical dimen-
sions, (2) organization into bundles or sheets, (3) response
to different types of stimuli, (4) characteristics of inner-
vation, and (5) function. Yet for the sake of simplicity,
smooth muscle can generally be divided into two major
types, which are shown in Figure 8-1: multi-unit smooth
muscle and unitary (or single-unit) smooth muscle.

Multi-Unit Smooth Muscle. This type of smooth
muscle is composed of discrete, separate smooth muscle
fibers. Each fiber operates independently of the others and
often is innervated by a single nerve ending, as occurs for
skeletal muscle fibers. Further, the outer surfaces of these
fibers, like those of skeletal muscle fibers, are covered by a
thin layer of basement membrane—-like substance, a mix-
ture of fine collagen and glycoprotein that helps insulate the
separate fibers from one another.

The most important characteristic of multi-unit smooth
muscle fibers is that each fiber can contract indepen-
dently of the others, and their control is exerted mainly
by nerve signals. In contrast, a major share of control of
unitary smooth muscle is exerted by non-nervous stimuli.
Some examples of multi-unit smooth muscle are the ciliary

muscle of the eye, the iris muscle of the eye, and the pilo-
erector muscles that cause erection of the hairs when stim-
ulated by the sympathetic nervous system.

Unitary Smooth Muscle. This type is also called
syncytial smooth muscle or visceral smooth muscle.
The term “unitary” is confusing because it does not mean
single muscle fibers. Instead, it means a mass of hun-
dreds to thousands of smooth muscle fibers that contract
together as a single unit. The fibers usually are arranged
in sheets or bundles, and their cell membranes are adher-
ent to one another at multiple points so that force gener-
ated in one muscle fiber can be transmitted to the next. In
addition, the cell membranes are joined by many gap junc-
tions through which ions can flow freely from one muscle
cell to the next so that action potentials or simple ion flow
without action potentials can travel from one fiber to the
next and cause the muscle fibers to contract together. This
type of smooth muscle is also known as syncytial smooth
muscle because of its syncytial interconnections among
fibers. It is also called visceral smooth muscle because it is
found in the walls of most viscera of the body, including
the gastrointestinal tract, bile ducts, ureters, uterus, and
many blood vessels.

Adventitia

Medial
muscle
fibers

Endothelium

Small artery

A Multi-unit smooth muscle B Unitary smooth muscle

Figure 8-1 Multi-unit (A) and unitary (B) smooth muscle.
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Contractile Mechanism in Smooth Muscle
Chemical Basis for Smooth Muscle Contraction

Smooth muscle contains both actin and myosin filaments,
having chemical characteristics similar to those of the
actin and myosin filaments in skeletal muscle. It does not
contain the normal troponin complex that is required in
the control of skeletal muscle contraction, so the mecha-
nism for control of contraction is different. This is dis-
cussed in detail later in this chapter.

Chemical studies have shown that actin and myosin
filaments derived from smooth muscle interact with each
other in much the same way that they do in skeletal mus-
cle. Further, the contractile process is activated by calcium
ions, and adenosine triphosphate (ATP) is degraded to
adenosine diphosphate (ADP) to provide the energy for
contraction.

There are, however, major differences between the
physical organization of smooth muscle and that of skele-
tal muscle, as well as differences in excitation-contraction
coupling, control of the contractile process by calcium
ions, duration of contraction, and amount of energy
required for contraction.

Physical Basis for Smooth Muscle Contraction

Smooth muscle does not have the same striated arrange-
ment of actin and myosin filaments as is found in skel-
etal muscle. Instead, electron micrographic techniques
suggest the physical organization exhibited in Figure
8-2. This figure shows large numbers of actin filaments
attached to so-called dense bodies. Some of these bodies
are attached to the cell membrane. Others are dispersed
inside the cell. Some of the membrane-dense bodies of
adjacent cells are bonded together by intercellular protein
bridges. It is mainly through these bonds that the force of
contraction is transmitted from one cell to the next.

Interspersed among the actin filaments in the muscle
fiber are myosin filaments. These have a diameter more
than twice that of the actin filaments. In electron micro-
graphs, one usually finds 5 to 10 times as many actin fila-
ments as myosin filaments.

To the right in Figure 8-2 is a postulated structure of
an individual contractile unit within a smooth muscle cell,
showing large numbers of actin filaments radiating from
two dense bodies; the ends of these filaments overlap a
myosin filament located midway between the dense bod-
ies. This contractile unit is similar to the contractile unit of
skeletal muscle, but without the regularity of the skeletal
muscle structure; in fact, the dense bodies of smooth mus-
cle serve the same role as the Z discs in skeletal muscle.

There is another difference: Most of the myosin fila-
ments have what are called “sidepolar” cross-bridges
arranged so that the bridges on one side hinge in one
direction and those on the other side hinge in the oppo-
site direction. This allows the myosin to pull an actin fila-
ment in one direction on one side while simultaneously
pulling another actin filament in the opposite direction
on the other side. The value of this organization is that it

92

J

Dense bodies ————

|
i
-
|

I
| \\\

Figure 8-2 Physical structure of smooth muscle. The upper left-
hand fiber shows actin filaments radiating from dense bodies.
The lower left-hand fiber and the right-hand diagram demonstrate
the relation of myosin filaments to actin filaments.

allows smooth muscle cells to contract as much as 80 per-
cent of their length instead of being limited to less than
30 percent, as occurs in skeletal muscle.

Comparison of Smooth Muscle Contraction and
Skeletal Muscle Contraction

Although most skeletal muscles contract and relax rapidly,
most smooth muscle contraction is prolonged tonic con-
traction, sometimes lasting hours or even days. Therefore,
it is to be expected that both the physical and the chemi-
cal characteristics of smooth muscle versus skeletal mus-
cle contraction would differ. Following are some of the
differences.

Slow Cycling of the Myosin Cross-Bridges. The rapid-
ity of cycling of the myosin cross-bridges in smooth mus-
cle—that s, their attachment to actin, then release from the
actin, and reattachment for the next cycle—is much slower



than in skeletal muscle; in fact, the frequency is as little as
1/10 to 1/300 that in skeletal muscle. Yet the fraction of
time that the cross-bridges remain attached to the actin fil-
aments, which is a major factor that determines the force
of contraction, is believed to be greatly increased in smooth
muscle. A possible reason for the slow cycling is that the
cross-bridge heads have far less ATPase activity than in
skeletal muscle, so degradation of the ATP that energizes
the movements of the cross-bridge heads is greatly reduced,
with corresponding slowing of the rate of cycling.

Low Energy Requirement to Sustain Smooth Muscle
Contraction. Only 1/10 to 1/300 as much energy is
required to sustain the same tension of contraction in
smooth muscle as in skeletal muscle. This, too, is believed
to result from the slow attachment and detachment cycling
of the cross-bridges and because only one molecule of ATP
is required for each cycle, regardless of its duration.

This sparsity of energy utilization by smooth muscle is
exceedingly important to the overall energy economy of
the body because organs such as the intestines, urinary
bladder, gallbladder, and other viscera often maintain
tonic muscle contraction almost indefinitely.

Slowness of Onset of Contraction and Relaxation of
the Total Smooth Muscle Tissue. A typical smooth mus-
cle tissue begins to contract 50 to 100 milliseconds after it
is excited, reaches full contraction about 0.5 second later,
and then declines in contractile force in another 1 to 2
seconds, giving a total contraction time of 1 to 3 seconds.
This is about 30 times as long as a single contraction of
an average skeletal muscle fiber. But because there are so
many types of smooth muscle, contraction of some types
can be as short as 0.2 second or as long as 30 seconds.

The slow onset of contraction of smooth muscle, as
well as its prolonged contraction, is caused by the slow-
ness of attachment and detachment of the cross-bridges
with the actin filaments. In addition, the initiation of con-
traction in response to calcium ions is much slower than
in skeletal muscle, as discussed later.

Maximum Force of Contraction Is Often Greater in
Smooth Muscle Than in Skeletal Muscle. Despite the
relatively few myosin filaments in smooth muscle, and
despite the slow cycling time of the cross-bridges, the
maximum force of contraction of smooth muscle is often
greater than that of skeletal muscle—as great as 4 to 6 kg/
cm? cross-sectional area for smooth muscle, in compari-
son with 3 to 4 kilograms for skeletal muscle. This great
force of smooth muscle contraction results from the pro-
longed period of attachment of the myosin cross-bridges
to the actin filaments.

“Latch” Mechanism Facilitates Prolonged Holding of
Contractions of Smooth Muscle. Once smooth muscle
has developed full contraction, the amount of continuing
excitation can usually be reduced to far less than the initial
level yet the muscle maintains its full force of contraction.
Further, the energy consumed to maintain contraction is
often minuscule, sometimes as little as 1/300 the energy
required for comparable sustained skeletal muscle con-
traction. This is called the “latch” mechanism.
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The importance of the latch mechanism is that it can
maintain prolonged tonic contraction in smooth muscle for
hours with little use of energy. Little continued excitatory
signal is required from nerve fibers or hormonal sources.

Stress-Relaxation of Smooth Muscle. Another impor-
tant characteristic of smooth muscle, especially the visceral
unitary type of smooth muscle of many hollow organs, is
its ability to return to nearly its original force of contrac-
tion seconds or minutes after it has been elongated or
shortened. For example, a sudden increase in fluid volume
in the urinary bladder, thus stretching the smooth muscle
in the bladder wall, causes an immediate large increase in
pressure in the bladder. However, during the next 15 sec-
onds to a minute or so, despite continued stretch of the
bladder wall, the pressure returns almost exactly back to
the original level. Then, when the volume is increased by
another step, the same effect occurs again.

Conversely, when the volume is suddenly decreased,
the pressure falls drastically at first but then rises in
another few seconds or minutes to or near to the original
level. These phenomena are called stress-relaxation and
reverse stress-relaxation. Their importance is that, except
for short periods of time, they allow a hollow organ to
maintain about the same amount of pressure inside its
lumen despite long-term, large changes in volume.

Regulation of Contraction by Calcium lons

As is true for skeletal muscle, the initiating stimulus for
most smooth muscle contraction is an increase in intracel-
lular calcium ions. This increase can be caused in different
types of smooth muscle by nerve stimulation of the smooth
muscle fiber, hormonal stimulation, stretch of the fiber,
or even change in the chemical environment of the fiber.

Yet smooth muscle does not contain troponin, the reg-
ulatory protein that is activated by calcium ions to cause
skeletal muscle contraction. Instead, smooth muscle con-
traction is activated by an entirely different mechanism,
as follows.

Calcium lons Combine with Calmodulin to Cause
Activation of Myosin Kinase and Phosphorylation of
the Myosin Head. In place of troponin, smooth muscle
cells contain a large amount of another regulatory protein
called calmodulin (Figure 8-3). Although this protein is
similar to troponin, it is different in the manner in which
it initiates contraction. Calmodulin does this by activating
the myosin cross-bridges. This activation and subsequent
contraction occur in the following sequence:

1. The calcium ions bind with calmodulin.

2. The calmodulin-calcium complex then joins with and
activates myosin light chain kinase, a phosphorylating
enzyme.

3. One of the light chains of each myosin head, called
the regulatory chain, becomes phosphorylated in
response to this myosin kinase. When this chain is not
phosphorylated, the attachment-detachment cycling of
the myosin head with the actin filament does not occur.
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Figure 8-3 Intracellular calcium ion (Ca**) concentration increases
when Ca** enters the cell through calcium channels in the cell
membrane or the sarcoplasmic reticulum (SR). The Ca** binds to
calmodulin to form a Ca**-calmodulin complex, which then acti-
vates myosin light chain kinase (MLCK). The MLCK phosphorylates
the myosin light chain (MLC) leading to contraction of the smooth
muscle. When Ca** concentration decreases, due to pumping of
Ca** out of the cell, the process is reversed and myosin phos-
phatase removes the phosphate from MLC, leading to relaxation.

But when the regulatory chain is phosphorylated, the
head has the capability of binding repetitively with the
actin filamentand proceeding through the entire cycling
process of intermittent “pulls;,” the same as occurs for
skeletal muscle, thus causing muscle contraction.

Myosin Phosphatase Is Important in Cessation of
Contraction. When the calcium ion concentration falls
below a critical level, the aforementioned processes auto-
matically reverse, except for the phosphorylation of the
myosin head. Reversal of this requires another enzyme,
myosin phosphatase (see Figure 8-3), located in the cytosol
of the smooth muscle cell, which splits the phosphate from
the regulatory light chain. Then the cycling stops and con-
traction ceases. The time required for relaxation of muscle
contraction, therefore, is determined to a great extent by
the amount of active myosin phosphatase in the cell.

Possible Mechanism for Regulation
of the Latch Phenomenon

Because of the importance of the latch phenomenon in
smooth muscle, and because this phenomenon allows long-
term maintenance of tone in many smooth muscle organs
without much expenditure of energy, many attempts have
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been made to explain it. Among the many mechanisms that
have been postulated, one of the simplest is the following.

When the myosin kinase and myosin phosphatase
enzymes are both strongly activated, the cycling frequency
of the myosin heads and the velocity of contraction are
great. Then, as the activation of the enzymes decreases,
the cycling frequency decreases, but at the same time, the
deactivation of these enzymes allows the myosin heads to
remain attached to the actin filament for a longer and lon-
ger proportion of the cycling period. Therefore, the num-
ber of heads attached to the actin filament at any given
time remains large. Because the number of heads attached
to the actin determines the static force of contraction, ten-
sion is maintained, or “latched”; yet little energy is used by
the muscle because ATP is not degraded to ADP except
on the rare occasion when a head detaches.

Nervous and Hormonal Control
of Smooth Muscle Contraction

Although skeletal muscle fibers are stimulated exclusively
by the nervous system, smooth muscle can be stimulated
to contract by multiple types of signals: by nervous sig-
nals, by hormonal stimulation, by stretch of the muscle,
and in several other ways. The principal reason for the
difference is that the smooth muscle membrane con-
tains many types of receptor proteins that can initiate the
contractile process. Still other receptor proteins inhibit
smooth muscle contraction, which is another difference
from skeletal muscle. Therefore, in this section, we dis-
cuss nervous control of smooth muscle contraction, fol-
lowed by hormonal control and other means of control.

Neuromuscular Junctions of Smooth Muscle

Physiologic Anatomy of Smooth Muscle Neu-
romuscular Junctions. Neuromuscular junctions of
the highly structured type found on skeletal muscle
fibers do not occur in smooth muscle. Instead, the auto-
nomic nerve fibers that innervate smooth muscle gener-
ally branch diffusely on top of a sheet of muscle fibers,
as shown in Figure 8-4. In most instances, these fibers
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Figure 8-4 Innervation of smooth muscle.



do not make direct contact with the smooth muscle
fiber cell membranes but instead form so-called diffuse
junctions that secrete their transmitter substance into
the matrix coating of the smooth muscle often a few
nanometers to a few micrometers away from the mus-
cle cells; the transmitter substance then diffuses to the
cells. Furthermore, where there are many layers of mus-
cle cells, the nerve fibers often innervate only the outer
layer. Muscle excitation travels from this outer layer to
the inner layers by action potential conduction in the
muscle mass or by additional diffusion of the transmit-
ter substance.

The axons that innervate smooth muscle fibers do not
have typical branching end feet of the type in the motor
end plate on skeletal muscle fibers. Instead, most of the
fine terminal axons have multiple varicosities distributed
along their axes. At these points the Schwann cells that
envelop the axons are interrupted so that transmitter sub-
stance can be secreted through the walls of the varicosi-
ties. In the varicosities are vesicles similar to those in the
skeletal muscle end plate that contain transmitter sub-
stance. But in contrast to the vesicles of skeletal muscle
junctions, which always contain acetylcholine, the vesi-
cles of the autonomic nerve fiber endings contain acetyl-
choline in some fibers and norepinephrine in others—and
occasionally other substances as well.

In a few instances, particularly in the multi-unit type
of smooth muscle, the varicosities are separated from
the muscle cell membrane by as little as 20 to 30 nano-
meters—the same width as the synaptic cleft that occurs
in the skeletal muscle junction. These are called contact
junctions, and they function in much the same way as
the skeletal muscle neuromuscular junction; the rapidity
of contraction of these smooth muscle fibers is consid-
erably faster than that of fibers stimulated by the diffuse
junctions.

Excitatory and Inhibitory Transmitter Substances
Secreted at the Smooth Muscle Neuromuscular
Junction. The most important transmitter substances
secreted by the autonomic nerves innervating smooth
muscle are acetylcholine and norepinephrine, but they are
never secreted by the same nerve fibers. Acetylcholine
is an excitatory transmitter substance for smooth mus-
cle fibers in some organs but an inhibitory transmitter
for smooth muscle in other organs. When acetylcholine
excites a muscle fiber, norepinephrine ordinarily inhibits
it. Conversely, when acetylcholine inhibits a fiber, norepi-
nephrine usually excites it.

But why are these responses different? The answer
is that both acetylcholine and norepinephrine excite or
inhibit smooth muscle by first binding with a receptor
protein on the surface of the muscle cell membrane. Some
of the receptor proteins are excitatory receptors, whereas
others are inhibitory receptors. Thus, the type of recep-
tor determines whether the smooth muscle is inhibited
or excited and also determines which of the two trans-
mitters, acetylcholine or norepinephrine, is effective in
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causing the excitation or inhibition. These receptors are
discussed in more detail in Chapter 60 in relation to func-
tion of the autonomic nervous system.

Membrane Potentials and Action Potentials
in Smooth Muscle

Membrane Potentials in Smooth Muscle. The
quantitative voltage of the membrane potential of smooth
muscle depends on the momentary condition of the mus-
cle. In the normal resting state, the intracellular potential
is usually about -50 to —60 millivolts, which is about 30
millivolts less negative than in skeletal muscle.

ActionPotentialsin Unitary Smooth Muscle. Action
potentials occur in unitary smooth muscle (such as vis-
ceral muscle) in the same way that they occur in skeletal
muscle. They do not normally occur in most multi-unit
types of smooth muscle, as discussed in a subsequent
section.

The action potentials of visceral smooth muscle occur
in one of two forms: (1) spike potentials or (2) action
potentials with plateaus.

Spike Potentials. Typical spike action potentials,
such as those seen in skeletal muscle, occur in most types
of unitary smooth muscle. The duration of this type of
action potential is 10 to 50 milliseconds, as shown in
Figure 8-5A. Such action potentials can be elicited in
many ways, for example, by electrical stimulation, by the
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Figure 8-5 A, Typical smooth muscle action potential (spike
potential) elicited by an external stimulus. B, Repetitive spike
potentials, elicited by slow rhythmical electrical waves that
occur spontaneously in the smooth muscle of the intestinal
wall. C, Action potential with a plateau, recorded from a smooth
muscle fiber of the uterus.

95

Il LINN




Unitll  Membrane Physiology, Nerve, and Muscle

action of hormones on the smooth muscle, by the action
of transmitter substances from nerve fibers, by stretch, or
as a result of spontaneous generation in the muscle fiber
itself, as discussed subsequently.

Action Potentials with Plateaus. Figure 8-5C
shows a smooth muscle action potential with a plateau.
The onset of this action potential is similar to that of the
typical spike potential. However, instead of rapid repo-
larization of the muscle fiber membrane, the repolariza-
tion is delayed for several hundred to as much as 1000
milliseconds (1 second). The importance of the plateau
is that it can account for the prolonged contraction that
occurs in some types of smooth muscle, such as the
ureter, the uterus under some conditions, and certain
types of vascular smooth muscle. (Also, this is the type
of action potential seen in cardiac muscle fibers that
have a prolonged period of contraction, as discussed in
Chapters 9 and 10.)

Calcium Channels Are Important in Generating
the Smooth Muscle Action Potential. The smooth
muscle cell membrane has far more voltage-gated calcium
channels than does skeletal muscle but few voltage-gated
sodium channels. Therefore, sodium participates little
in the generation of the action potential in most smooth
muscle. Instead, flow of calcium ions to the interior of
the fiber is mainly responsible for the action potential.
This occurs in the same self-regenerative way as occurs
for the sodium channels in nerve fibers and in skeletal
muscle fibers. However, the calcium channels open many
times more slowly than do sodium channels, and they also
remain open much longer. This accounts in large mea-
sure for the prolonged plateau action potentials of some
smooth muscle fibers.

Another important feature of calcium ion entry into
the cells during the action potential is that the calcium
ions act directly on the smooth muscle contractile mech-
anism to cause contraction. Thus, the calcium performs
two tasks at once.

Slow Wave Potentials in Unitary Smooth Muscle
Can Lead to Spontaneous Generation of Action
Potentials. Some smooth muscle is self-excitatory. That
is, action potentials arise within the smooth muscle cells
themselves without an extrinsic stimulus. This is often
associated with a basic slow wave rhythm of the mem-
brane potential. A typical slow wave in a visceral smooth
muscle of the gut is shown in Figure 8-5B. The slow wave
itself is not the action potential. That is, it is not a self-
regenerative process that spreads progressively over the
membranes of the muscle fibers. Instead, it is a local
property of the smooth muscle fibers that make up the
muscle mass.

The cause of the slow wave rhythm is unknown. One
suggestion is that the slow waves are caused by waxing
and waning of the pumping of positive ions (presumably
sodium ions) outward through the muscle fiber mem-
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brane; that is, the membrane potential becomes more
negative when sodium is pumped rapidly and less nega-
tive when the sodium pump becomes less active. Another
suggestion is that the conductances of the ion channels
increase and decrease rhythmically.

The importance of the slow waves is that, when they
are strong enough, they can initiate action potentials.
The slow waves themselves cannot cause muscle contrac-
tion. However, when the peak of the negative slow wave
potential inside the cell membrane rises in the positive
direction from -60 to about —-35 millivolts (the approxi-
mate threshold for eliciting action potentials in most vis-
ceral smooth muscle), an action potential develops and
spreads over the muscle mass and contraction occurs.
Figure 8-5B demonstrates this effect, showing that at
each peak of the slow wave, one or more action poten-
tials occur. These repetitive sequences of action potentials
elicit rhythmical contraction of the smooth muscle mass.
Therefore, the slow waves are called pacemaker waves. In
Chapter 62, we see that this type of pacemaker activity
controls the rhythmical contractions of the gut.

Excitation of Visceral Smooth Muscle by Muscle
Stretch. When visceral (unitary) smooth muscle is
stretched sufficiently, spontaneous action potentials
are usually generated. They result from a combination
of (1) the normal slow wave potentials and (2) decrease
in overall negativity of the membrane potential caused
by the stretch itself. This response to stretch allows the
gut wall, when excessively stretched, to contract auto-
matically and rhythmically. For instance, when the gut
is overfilled by intestinal contents, local automatic con-
tractions often set up peristaltic waves that move the
contents away from the overfilled intestine, usually in
the direction of the anus.

Depolarization of Multi-Unit Smooth Muscle
Without Action Potentials

The smooth muscle fibers of multi-unit smooth muscle
(such as the muscle of the iris of the eye or the piloerector
muscle of each hair) normally contract mainly in response
to nerve stimuli. The nerve endings secrete acetylcho-
line in the case of some multi-unit smooth muscles and
norepinephrine in the case of others. In both instances,
the transmitter substances cause depolarization of the
smooth muscle membrane, and this in turn elicits con-
traction. Action potentials usually do not develop; the
reason is that the fibers are too small to generate an action
potential. (When action potentials are elicited in visceral
unitary smooth muscle, 30 to 40 smooth muscle fibers
must depolarize simultaneously before a self-propagating
action potential ensues.) Yet in small smooth muscle cells,
even without an action potential, the local depolariza-
tion (called the junctional potential) caused by the nerve
transmitter substance itself spreads “electrotonically” over
the entire fiber and is all that is necessary to cause muscle
contraction.



Effect of Local Tissue Factors and Hormones
to Cause Smooth Muscle Contraction Without
Action Potentials

Probably half of all smooth muscle contraction is initiated
by stimulatory factors acting directly on the smooth mus-
cle contractile machinery and without action potentials.
Two types of non-nervous and nonaction potential stim-
ulating factors often involved are (1) local tissue chemical
factors and (2) various hormones.

Smooth Muscle Contraction in Response to Local
Tissue Chemical Factors. In Chapter 17, we discuss
control of contraction of the arterioles, meta-arterioles,
and precapillary sphincters. The smallest of these vessels
have little or no nervous supply. Yet the smooth muscle is
highly contractile, responding rapidly to changes in local
chemical conditions in the surrounding interstitial fluid.

In the normal resting state, many of these small blood
vessels remain contracted. But when extra blood flow
to the tissue is necessary, multiple factors can relax the
vessel wall, thus allowing for increased flow. In this way,
a powerful local feedback control system controls the
blood flow to the local tissue area. Some of the specific
control factors are as follows:

1. Lack of oxygen in the local tissues causes smooth mus-
cle relaxation and, therefore, vasodilatation.

2. Excess carbon dioxide causes vasodilatation.

3. Increased hydrogen ion concentration causes vaso-
dilatation.

Adenosine, lactic acid, increased potassium ions,
diminished calcium ion concentration, and increased
body temperature can all cause local vasodilatation.

Effects of Hormones on Smooth Muscle
Contraction. Many circulating hormones in the blood
affect smooth muscle contraction to some degree, and
some have profound effects. Among the more important
of these are norepinephrine, epinephrine, acetylcholine,
angiotensin, endothelin, vasopressin, oxytocin, serotonin,
and histamine.

A hormone causes contraction of a smooth mus-
cle when the muscle cell membrane contains hormone-
gated excitatory receptors for the respective hormone.
Conversely, the hormone causes inhibition if the mem-
brane contains inkibitory receptors for the hormone rather
than excitatory receptors.

Mechanisms of Smooth Muscle Excitation or
Inhibition by Hormones or Local Tissue Factors. Some
hormone receptors in the smooth muscle membrane open
sodium or calcium ion channels and depolarize the mem-
brane, the same as after nerve stimulation. Sometimes
action potentials result, or action potentials that are
already occurring may be enhanced. In other cases, depo-
larization occurs without action potentials and this depo-
larization allows calcium ion entry into the cell, which
promotes the contraction.
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Inhibition, in contrast, occurs when the hormone (or
other tissue factor) closes the sodium and calcium chan-
nels to prevent entry of these positive ions; inhibition
also occurs if the normally closed potassium channels are
opened, allowing positive potassium ions to diffuse out of
the cell. Both of these actions increase the degree of nega-
tivity inside the muscle cell, a state called hyperpolariza-
tion, which strongly inhibits muscle contraction.

Sometimes smooth muscle contraction or inhibition
is initiated by hormones without directly causing any
change in the membrane potential. In these instances, the
hormone may activate a membrane receptor that does
not open any ion channels but instead causes an inter-
nal change in the muscle fiber, such as release of calcium
ions from the intracellular sarcoplasmic reticulum; the
calcium then induces contraction. To inhibit contraction,
other receptor mechanisms are known to activate the
enzyme adenylate cyclase or guanylate cyclase in the cell
membrane; the portions of the receptors that protrude
to the interior of the cells are coupled to these enzymes,
causing the formation of cyclic adenosine monophosphate
(cAMP) or cyclic guanosine monophosphate (cGMP), so-
called second messengers. The cAMP or cGMP has many
effects, one of which is to change the degree of phospho-
rylation of several enzymes that indirectly inhibit con-
traction. The pump that moves calcium ions from the
sarcoplasm into the sarcoplasmic reticulum is activated,
as well as the cell membrane pump that moves calcium
ions out of the cell itself; these effects reduce the calcium
ion concentration in the sarcoplasm, thereby inhibiting
contraction.

Smooth muscles have considerable diversity in how
they initiate contraction or relaxation in response to
different hormones, neurotransmitters, and other sub-
stances. In some instances, the same substance may cause
either relaxation or contraction of smooth muscles in dif-
ferent locations. For example, norepinephrine inhibits
contraction of smooth muscle in the intestine but stimu-
lates contraction of smooth muscle in blood vessels.

Source of Calcium lons That Cause Contraction
Through the Cell Membrane and from the
Sarcoplasmic Reticulum

Although the contractile process in smooth muscle, as in
skeletal muscle, is activated by calcium ions, the source of
the calcium ions differs. An important difference is that
the sarcoplasmic reticulum, which provides virtually all
the calcium ions for skeletal muscle contraction, is only
slightly developed in most smooth muscle. Instead, most
of the calcium ions that cause contraction enter the mus-
cle cell from the extracellular fluid at the time of the action
potential or other stimulus. That is, the concentration of
calcium ions in the extracellular fluid is greater than 10
molar, in comparison with less than 10~ molar inside the
smooth muscle cell; this causes rapid diffusion of the cal-
cium ions into the cell from the extracellular fluid when
the calcium channels open. The time required for this
diffusion to occur averages 200 to 300 milliseconds and
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is called the latent period before contraction begins.
This latent period is about 50 times as great for smooth
muscle as for skeletal muscle contraction.

Role of the Smooth Muscle Sarcoplasmic Retic-
ulum. Figure 8-6 shows a few slightly developed sarco-
plasmic tubules that lie near the cell membrane in some
larger smooth muscle cells. Small invaginations of the
cell membrane, called caveolae, abut the surfaces of these
tubules. The caveolae suggest a rudimentary analog of the
transverse tubule system of skeletal muscle. When an action
potential is transmitted into the caveolae, this is believed
to excite calcium ion release from the abutting sarcoplas-
mic tubules in the same way that action potentials in skel-
etal muscle transverse tubules cause release of calcium ions
from the skeletal muscle longitudinal sarcoplasmic tubules.
In general, the more extensive the sarcoplasmic reticulum
in the smooth muscle fiber, the more rapidly it contracts.

Smooth Muscle Contraction Is Dependent on
Extracellular Calcium lon Concentration. Although
changing the extracellular fluid calcium ion concentration
from normal has little effect on the force of contraction of
skeletal muscle, this is not true for most smooth muscle.
When the extracellular fluid calcium ion concentration
falls to about 1/3 to 1/10 normal, smooth muscle contrac-
tion usually ceases. Therefore, the force of contraction of
smooth muscle is usually highly dependent on extracellu-
lar fluid calcium ion concentration.

Caveolae

Sarcoplasmic

reticulum

Figure 8-6 Sarcoplasmic tubules in a large smooth muscle fiber
showing their relation to invaginations in the cell membrane called
caveolae.
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A Calcium Pump Is Required to Cause Smooth
Muscle Relaxation. To cause relaxation of smooth
muscle after it has contracted, the calcium ions must
be removed from the intracellular fluids. This removal
is achieved by a calcium pump that pumps calcium ions
out of the smooth muscle fiber back into the extracellu-
lar fluid, or into a sarcoplasmic reticulum, if it is present.
This pump is slow-acting in comparison with the fast-
acting sarcoplasmic reticulum pump in skeletal muscle.
Therefore, a single smooth muscle contraction often lasts
for seconds rather than hundredths to tenths of a second,
as occurs for skeletal muscle.
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CHAPTER 9

Cardiac Muscle; The Heart as a Pump
and Function of the Heart Valves

With this chapter we begin
discussion of the heart and
circulatory  system. The
heart, shown in Figure 9-1, is
actually two separate pumps:
a right heart that pumps
blood through the lungs, and
a left heart that pumps blood through the peripheral organs.
In turn, each of these hearts is a pulsatile two-chamber
pump composed of an atrium and a ventricle. Each atrium
is a weak primer pump for the ventricle, helping to move
blood into the ventricle. The ventricles then supply the main
pumping force that propels the blood either (1) through the
pulmonary circulation by the right ventricle or (2) through
the peripheral circulation by the left ventricle.

Special mechanisms in the heart cause a continuing
succession of heart contractions called cardiac rhythmic-
ity, transmitting action potentials throughout the cardiac
muscle to cause the heart’s rhythmical beat. This rhythmi-
cal control system is explained in Chapter 10. In this chap-
ter, we explain how the heart operates as a pump, beginning
with the special features of cardiac muscle itself.

Physiology of Cardiac Muscle

The heart is composed of three major types of cardiac
muscle: atrial muscle, ventricular muscle, and specialized
excitatory and conductive muscle fibers. The atrial and
ventricular types of muscle contract in much the same way
as skeletal muscle, except that the duration of contraction
is much longer. The specialized excitatory and conductive
fibers, however, contract only feebly because they contain
few contractile fibrils; instead, they exhibit either auto-
matic rhythmical electrical discharge in the form of action
potentials or conduction of the action potentials through
the heart, providing an excitatory system that controls the
rhythmical beating of the heart.

Physiologic Anatomy of Cardiac Muscle

Figure 9-2 shows the histology of cardiac muscle, demon-
strating cardiac muscle fibers arranged in a latticework,
with the fibers dividing, recombining, and then spreading

again. One also notes immediately from this figure that
cardiac muscle is striated in the same manner as in skel-
etal muscle. Further, cardiac muscle has typical myofibrils
that contain actin and myosin filaments almost identical to
those found in skeletal muscle; these filaments lie side by
side and slide along one another during contraction in the
same manner as occurs in skeletal muscle (see Chapter 6).
But in other ways, cardiac muscle is quite different from
skeletal muscle, as we shall see.

Cardiac Muscle as a Syncytium. The dark areas
crossing the cardiac muscle fibers in Figure 9-2 are called
intercalated discs; they are actually cell membranes that
separate individual cardiac muscle cells from one another.
That is, cardiac muscle fibers are made up of many indi-
vidual cells connected in series and in parallel with one
another.

At each intercalated disc the cell membranes fuse with
one another in such a way that they form permeable “com-
municating” junctions (gap junctions) that allow rapid
diffusion of ions. Therefore, from a functional point of
view, ions move with ease in the intracellular fluid along
the longitudinal axes of the cardiac muscle fibers so that

HEAD AND UPPER EXTREMITY
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vena cava

Right atrium

Pulmonary
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TRUNK AND LOWER EXTREMITY

Figure 9-1 Structure of the heart, and course of blood flow through
the heart chambers and heart valves.
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Figure 9-2 “Syncytial,” interconnecting nature of cardiac muscle
fibers.

action potentials travel easily from one cardiac muscle
cell to the next, past the intercalated discs. Thus, cardiac
muscle is a syncytium of many heart muscle cells in which
the cardiac cells are so interconnected that when one of
these cells becomes excited, the action potential spreads
to all of them, from cell to cell throughout the latticework
interconnections.

The heart actually is composed of two syncytiums: the
atrial syncytium, which constitutes the walls of the two
atria, and the ventricular syncytium, which constitutes the
walls of the two ventricles. The atria are separated from
the ventricles by fibrous tissue that surrounds the atrio-
ventricular (A-V) valvular openings between the atria
and ventricles. Normally, potentials are not conducted
from the atrial syncytium into the ventricular syncytium
directly through this fibrous tissue. Instead, they are con-
ducted only by way of a specialized conductive system
called the A-V bundle, a bundle of conductive fibers sev-
eral millimeters in diameter that is discussed in detail in
Chapter 10.

This division of the muscle of the heart into two func-
tional syncytiums allows the atria to contract a short time
ahead of ventricular contraction, which is important for
effectiveness of heart pumping.

Action Potentials in Cardiac Muscle

The action potential recorded in a ventricular muscle fiber,
shown in Figure 9-3, averages about 105 millivolts, which
means that the intracellular potential rises from a very nega-
tive value, about —85 millivolts, between beats to a slightly
positive value, about +20 millivolts, during each beat. After
the initial spike, the membrane remains depolarized for
about 0.2 second, exhibiting a plateau as shown in the figure,
followed at the end of the plateau by abrupt repolarization.
The presence of this plateau in the action potential causes
ventricular contraction to last as much as 15 times as long in
cardiac muscle as in skeletal muscle.

What Causes the Long Action Potential and the
Plateau? At this point, we address the questions: Why
is the action potential of cardiac muscle so long and
why does it have a plateau, whereas that of skeletal muscle
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Figure 9-3 Rhythmical action potentials (in millivolts) from a
Purkinje fiber and from a ventricular muscle fiber, recorded by
means of microelectrodes.

does not? The basic biophysical answers to these questions
were presented in Chapter 5, but they merit summarizing
here as well.

At least two major differences between the membrane
properties of cardiac and skeletal muscle account for the
prolonged action potential and the plateau in cardiac mus-
cle. First, the action potential of skeletal muscle is caused
almost entirely by sudden opening of large numbers of so-
called fast sodium channels that allow tremendous num-
bers of sodium ions to enter the skeletal muscle fiber from
the extracellular fluid. These channels are called “fast”
channels because they remain open for only a few thou-
sandths of a second and then abruptly close. At the end of
this closure, repolarization occurs, and the action poten-
tial is over within another thousandth of a second or so.

In cardiac muscle, the action potential is caused by
opening of two types of channels: (1) the same fast sodium
channels as those in skeletal muscle and (2) another entirely
different population of slow calcium channels, which are
also called calcium-sodium channels. This second popula-
tion of channels differs from the fast sodium channels in
that they are slower to open and, even more important,
remain open for several tenths of a second. During this
time, a large quantity of both calcium and sodium ions
flows through these channels to the interior of the car-
diac muscle fiber, and this maintains a prolonged period
of depolarization, causing the plateau in the action poten-
tial. Further, the calcium ions that enter during this pla-
teau phase activate the muscle contractile process, while
the calcium ions that cause skeletal muscle contraction are
derived from the intracellular sarcoplasmic reticulum.

The second major functional difference between car-
diac muscle and skeletal muscle that helps account for
both the prolonged action potential and its plateau is this:
Immediately after the onset of the action potential, the per-
meability of the cardiac muscle membrane for potassium
ions decreases about fivefold, an effect that does not occur
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in skeletal muscle. This decreased potassium permeability
may result from the excess calcium influx through the
calcium channels just noted. Regardless of the cause,
the decreased potassium permeability greatly decreases
the outflux of positively charged potassium ions during the
action potential plateau and thereby prevents early return
of the action potential voltage to its resting level. When the
slow calcium-sodium channels do close at the end of 0.2
to 0.3 second and the influx of calcium and sodium ions
ceases, the membrane permeability for potassium ions also
increases rapidly; this rapid loss of potassium from the fiber
immediately returns the membrane potential to its resting
level, thus ending the action potential.

Velocity of Signal Conduction in Cardiac Muscle. The
velocity of conduction of the excitatory action potential
signal along both atrial and ventricular muscle fibers is
about 0.3 to 0.5 m/sec, or about %s0 the velocity in very
large nerve fibers and about o the velocity in skeletal
muscle fibers. The velocity of conduction in the special-
ized heart conductive system—in the Purkinje fibers—is as
great as 4 m/sec in most parts of the system, which allows
reasonably rapid conduction of the excitatory signal to the
different parts of the heart, as explained in Chapter 10.

Refractory Period of Cardiac Muscle. Cardiac muscle,
like all excitable tissue, is refractory to restimulation during
the action potential. Therefore, the refractory period of the
heart is the interval of time, as shown to the left in Figure
9-4, during which a normal cardiac impulse cannot re-
excite an already excited area of cardiac muscle. The nor-
mal refractory period of the ventricle is 0.25 to 0.30 second,
which is about the duration of the prolonged plateau action
potential. There is an additional relative refractory period of
about 0.05 second during which the muscle is more difficult
than normal to excite but nevertheless can be excited by a
very strong excitatory signal, as demonstrated by the early
“premature” contraction in the second example of Figure
9-4. The refractory period of atrial muscle is much shorter
than that for the ventricles (about 0.15 second for the atria
compared with 0.25 to 0.30 second for the ventricles).
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Figure 9-4 Force of ventricular heart muscle contraction, show-
ing also duration of the refractory period and relative refractory
period, plus the effect of premature contraction. Note that pre-
mature contractions do not cause wave summation, as occurs in
skeletal muscle.

Excitation-Contraction Coupling—Function of
Calcium lons and the Transverse Tubules

The term “excitation-contraction coupling” refers to the
mechanism by which the action potential causes the
myofibrils of muscle to contract. This was discussed for
skeletal muscle in Chapter 7. Once again, there are dif-
ferences in this mechanism in cardiac muscle that have
important effects on the characteristics of heart muscle
contraction.

As is true for skeletal muscle, when an action poten-
tial passes over the cardiac muscle membrane, the action
potential spreads to the interior of the cardiac muscle fiber
along the membranes of the transverse (T) tubules. The T
tubule action potentials in turn act on the membranes of
the longitudinal sarcoplasmic tubules to cause release of
calcium ions into the muscle sarcoplasm from the sarco-
plasmic reticulum. In another few thousandths of a sec-
ond, these calcium ions diffuse into the myofibrils and
catalyze the chemical reactions that promote sliding of
the actin and myosin filaments along one another; this
produces the muscle contraction.

Thus far, this mechanism of excitation-contraction
coupling is the same as that for skeletal muscle, but there
is a second effect that is quite different. In addition to the
calcium ions that are released into the sarcoplasm from
the cisternae of the sarcoplasmic reticulum, calcium ions
also diffuse into the sarcoplasm from the T tubules them-
selves at the time of the action potential, which opens
voltage-dependent calcium channels in the membrane of
the T tubule (Figure 9-5). Calcium entering the cell then
activates calcium release channels, also called ryanodine
receptor channels, in the sarcoplasmic reticulum mem-
brane, triggering the release of calcium into the sarco-
plasm. Calcium ions in the sarcoplasm then interact with
troponin to initiate cross-bridge formation and con-
traction by the same basic mechanism as described for
skeletal muscle in Chapter 6.

Without the calcium from the T tubules, the strength
of cardiac muscle contraction would be reduced consider-
ably because the sarcoplasmic reticulum of cardiac mus-
cle is less well developed than that of skeletal muscle and
does not store enough calcium to provide full contraction.
The T tubules of cardiac muscle, however, have a diam-
eter 5 times as great as that of the skeletal muscle tubules,
which means a volume 25 times as great. Also, inside the
T tubules is a large quantity of mucopolysaccharides that
are electronegatively charged and bind an abundant store
of calcium ions, keeping these always available for diffu-
sion to the interior of the cardiac muscle fiber when a T
tubule action potential appears.

The strength of contraction of cardiac muscle depends
to a great extent on the concentration of calcium ions in
the extracellular fluids. In fact, a heart placed in a cal-
cium-free solution will quickly stop beating. The reason
for this is that the openings of the T tubules pass directly
through the cardiac muscle cell membrane into the extra-
cellular spaces surrounding the cells, allowing the same
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Figure 9-5 Mechanisms of excitation-contraction coupling and relaxation in cardiac muscle.

extracellular fluid that is in the cardiac muscle interstitium
to percolate through the T tubules as well. Consequently,
the quantity of calcium ions in the T tubule system (i.e.,
the availability of calcium ions to cause cardiac muscle
contraction) depends to a great extent on the extracellular
fluid calcium ion concentration.

In contrast, the strength of skeletal muscle contrac-
tion is hardly affected by moderate changes in extra-
cellular fluid calcium concentration because skeletal
muscle contraction is caused almost entirely by calcium
ions released from the sarcoplasmic reticulum inside the
skeletal muscle fiber.

At the end of the plateau of the cardiac action poten-
tial, the influx of calcium ions to the interior of the muscle
fiber is suddenly cut off, and the calcium ions in the sar-
coplasm are rapidly pumped back out of the muscle fibers
into both the sarcoplasmic reticulum and the T tubule—
extracellular fluid space. Transport of calcium back into
the sarcoplasmic reticulum is achieved with the help of a
calcium-ATPase pump (see Figure 9-5). Calcium ions are
also removed from the cell by a sodium-calcium exchanger.
The sodium that enters the cell during this exchange is
then transported out of the cell by the sodium-potassium
ATPase pump. As a result, the contraction ceases until
a new action potential comes along.

Duration of Contraction. Cardiac muscle begins to con-
tract a few milliseconds after the action potential begins
and continues to contract until a few milliseconds
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after the action potential ends. Therefore, the duration
of contraction of cardiac muscle is mainly a function
of the duration of the action potential, including the
plateau—about 0.2 second in atrial muscle and 0.3 second
in ventricular muscle.

Cardiac Cycle

The cardiac events that occur from the beginning of
one heartbeat to the beginning of the next are called
the cardiac cycle. Each cycle is initiated by spontane-
ous generation of an action potential in the sinus node,
as explained in Chapter 10. This node is located in the
superior lateral wall of the right atrium near the opening
of the superior vena cava, and the action potential travels
from here rapidly through both atria and then through
the A-V bundle into the ventricles. Because of this spe-
cial arrangement of the conducting system from the
atria into the ventricles, there is a delay of more than 0.1
second during passage of the cardiac impulse from the
atria into the ventricles. This allows the atria to contract
ahead of ventricular contraction, thereby pumping blood
into the ventricles before the strong ventricular contrac-
tion begins. Thus, the atria act as primer pumps for the
ventricles, and the ventricles in turn provide the major
source of power for moving blood through the body’s
vascular system.
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Diastole and Systole

The cardiac cycle consists of a period of relaxation called
diastole, during which the heart fills with blood, followed
by a period of contraction called systole.

The total duration of the cardiac cycle, including sys-
tole and diastole, is the reciprocal of the heart rate. For
example, if heart rate is 72 beats/min, the duration of the
cardiac cycle is 1/72 beats/min—about 0.0139 minutes
per beat, or 0.833 second per beat.

Figure 9-6 shows the different events during the car-
diac cycle for the left side of the heart. The top three
curves show the pressure changes in the aorta, left ventri-
cle, and left atrium, respectively. The fourth curve depicts
the changes in left ventricular volume, the fifth the elec-
trocardiogram, and the sixth a phonocardiogram, which is
a recording of the sounds produced by the heart—mainly
by the heart valves—as it pumps. It is especially important
that the reader study in detail this figure and understand
the causes of all the events shown.

Effect of Heart Rate on Duration of Cardiac
Cycle. When heart rate increases, the duration of each
cardiac cycle decreases, including the contraction and
relaxation phases. The duration of the action potential
and the period of contraction (systole) also decrease, but
not by as great a percentage as does the relaxation phase
(diastole). At a normal heart rate of 72 beats/min, systole
comprises about 0.4 of the entire cardiac cycle. At three
times the normal heart rate, systole is about 0.65 of the
entire cardiac cycle. This means that the heart beating at
a very fast rate does not remain relaxed long enough to
allow complete filling of the cardiac chambers before the
next contraction.

Relationship of the Electrocardiogram
to the Cardiac Cycle

The electrocardiogram in Figure 9-6 shows the B Q, R, S, and
T waves, which are discussed in Chapters 11, 12, and 13. They
are electrical voltages generated by the heart and recorded by
the electrocardiograph from the surface of the body.

The P wave is caused by spread of depolarization
through the atria, and this is followed by atrial contrac-
tion, which causes a slight rise in the atrial pressure curve
immediately after the electrocardiographic P wave.

About 0.16 second after the onset of the P wave, the
QRS waves appear as a result of electrical depolarization
of the ventricles, which initiates contraction of the ven-
tricles and causes the ventricular pressure to begin rising,
as also shown in the figure. Therefore, the QRS complex
begins slightly before the onset of ventricular systole.

Finally, one observes the ventricular T wave in the
electrocardiogram. This represents the stage of repo-
larization of the ventricles when the ventricular muscle
fibers begin to relax. Therefore, the T wave occurs slightly
before the end of ventricular contraction.

Function of the Atria as Primer Pumps

Blood normally flows continually from the great veins
into the atria; about 80 percent of the blood flows directly
through the atria into the ventricles even before the atria
contract. Then, atrial contraction usually causes an addi-
tional 20 percent filling of the ventricles. Therefore, the atria
simply function as primer pumps that increase the ventricu-
lar pumping effectiveness as much as 20 percent. However,
the heart can continue to operate under most conditions
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Figure 9-6 Events of the cardiac cycle for left ventricular function, showing changes in left atrial pressure, left ventricular pressure, aortic

pressure, ventricular volume, the electrocardiogram, and the phonocardiogram.
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even without this extra 20 percent effectiveness because it
normally has the capability of pumping 300 to 400 percent
more blood than is required by the resting body. Therefore,
when the atria fail to function, the difference is unlikely to be
noticed unless a person exercises; then acute signs of heart
failure occasionally develop, especially shortness of breath.

Pressure Changes in the Atria—a, c,andvWaves. In the atrial
pressure curve of Figure 9-6, three minor pressure elevations,
called the 4, ¢, and v atrial pressure waves, are noted.

The a wave is caused by atrial contraction. Ordinarily,
the right atrial pressure increases 4 to 6 mm Hg during atrial
contraction, and the /eft atrial pressure increases about 7 to
8 mm Hg.

The ¢ wave occurs when the ventricles begin to contract;
it is caused partly by slight backflow of blood into the atria
at the onset of ventricular contraction but mainly by bulg-
ing of the A-V valves backward toward the atria because of
increasing pressure in the ventricles.

The v wave occurs toward the end of ventricular contrac-
tion; it results from slow flow of blood into the atria from the
veins while the A-V valves are closed during ventricular con-
traction. Then, when ventricular contraction is over, the A-V
valves open, allowing this stored atrial blood to flow rapidly
into the ventricles and causing the v wave to disappear.

Function of the Ventricles as Pumps

Filling of the Ventricles During Diastole. During ven-
tricular systole, large amounts of blood accumulate in
the right and left atria because of the closed A-V valves.
Therefore, as soon as systole is over and the ventricular
pressures fall again to their low diastolic values, the mod-
erately increased pressures that have developed in the
atria during ventricular systole immediately push the A-V
valves open and allow blood to flow rapidly into the ven-
tricles, as shown by the rise of the left ventricular volume
curve in Figure 9-6. This is called the period of rapid filling
of the ventricles.

The period of rapid filling lasts for about the first third
of diastole. During the middle third of diastole, only a
small amount of blood normally flows into the ventricles;
this is blood that continues to empty into the atria from
the veins and passes through the atria directly into the
ventricles.

During the last third of diastole, the atria contract and
give an additional thrust to the inflow of blood into the
ventricles; this accounts for about 20 percent of the filling
of the ventricles during each heart cycle.

Emptying of the Ventricles During Systole

Period of Isovolumic (Isometric) Contraction.
Immediately after ventricular contraction begins, the ven-
tricular pressure rises abruptly, as shown in Figure 9-6,
causing the A-V valves to close. Then an additional 0.02
to 0.03 second is required for the ventricle to build up suf-
ficient pressure to push the semilunar (aortic and pul-
monary) valves open against the pressures in the aorta
and pulmonary artery. Therefore, during this period,
contraction is occurring in the ventricles, but there is
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no emptying. This is called the period of isovolumic or
isometric contraction, meaning that tension is increas-
ing in the muscle but little or no shortening of the muscle
fibers is occurring.

Period of Ejection. When the left ventricular pres-
sure rises slightly above 80 mm Hg (and the right ven-
tricular pressure slightly above 8 mm Hg), the ventricular
pressures push the semilunar valves open. Immediately,
blood begins to pour out of the ventricles, with about 70
percent of the blood emptying occurring during the first
third of the period of ejection and the remaining 30 per-
cent emptying during the next two thirds. Therefore, the
first third is called the period of rapid ejection, and the last
two thirds, the period of slow ejection.

Period of Isovolumic (Isometric) Relaxation. At the
end of systole, ventricular relaxation begins suddenly,
allowing both the right and left intraventricular pressures
to decrease rapidly. The elevated pressures in the dis-
tended large arteries that have just been filled with blood
from the contracted ventricles immediately push blood
back toward the ventricles, which snaps the aortic and
pulmonary valves closed. For another 0.03 to 0.06 second,
the ventricular muscle continues to relax, even though
the ventricular volume does not change, giving rise to
the period of isovolumic or isometric relaxation. During
this period, the intraventricular pressures decrease rap-
idly back to their low diastolic levels. Then the A-V valves
open to begin a new cycle of ventricular pumping.

End-Diastolic Volume, End-Systolic Volume, and
Stroke Volume Output. During diastole, normal filling
of the ventricles increases the volume of each ventricle
to about 110 to 120 ml. This volume is called the end-
diastolic volume. Then, as the ventricles empty dur-
ing systole, the volume decreases about 70 ml, which is
called the stroke volume output. The remaining volume in
each ventricle, about 40 to 50 ml, is called the end-systolic
volume. The fraction of the end-diastolic volume that is
ejected is called the ejection fraction—usually equal to
about 60 percent.

When the heart contracts strongly, the end-systolic vol-
ume can be decreased to aslittle as 10 to 20 ml. Conversely,
when large amounts of blood flow into the ventricles dur-
ing diastole, the ventricular end-diastolic volumes can
become as great as 150 to 180 ml in the healthy heart. By
both increasing the end-diastolic volume and decreasing
the end-systolic volume, the stroke volume output can be
increased to more than double normal.

Function of the Valves

Atrioventricular Valves. The A-V valves (the tricuspid
and mitral valves) prevent backflow of blood from the
ventricles to the atria during systole, and the semilunar
valves (the aortic and pulmonary artery valves) prevent
backflow from the aorta and pulmonary arteries into the
ventricles during diastole. These valves, shown in Figure
9-7 for the left ventricle, close and open passively. That
is, they close when a backward pressure gradient pushes
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Figure 9-7 Mitral and aortic valves (the left ventricular valves).

blood backward, and they open when a forward pressure
gradient forces blood in the forward direction. For ana-
tomical reasons, the thin, filmy A-V valves require almost
no backflow to cause closure, whereas the much heavier
semilunar valves require rather rapid backflow for a few
milliseconds.

Function of the Papillary Muscles. Figure 9-7 also
shows papillary muscles that attach to the vanes of the
A-V valves by the chordae tendineae. The papillary mus-
cles contract when the ventricular walls contract, but
contrary to what might be expected, they do not help the
valves to close. Instead, they pull the vanes of the valves
inward toward the ventricles to prevent their bulging too
far backward toward the atria during ventricular contrac-
tion. If a chorda tendinea becomes ruptured or if one of
the papillary muscles becomes paralyzed, the valve bulges
far backward during ventricular contraction, sometimes
so far that it leaks severely and results in severe or even
lethal cardiac incapacity.

Aortic and Pulmonary Artery Valves. The aortic and
pulmonary artery semilunar valves function quite differ-
ently from the A-V valves. First, the high pressures in the
arteries at the end of systole cause the semilunar valves to
snap to the closed position, in contrast to the much softer
closure of the A-V valves. Second, because of smaller
openings, the velocity of blood ejection through the aor-
tic and pulmonary valves is far greater than that through
the much larger A-V valves. Also, because of the rapid
closure and rapid ejection, the edges of the aortic and pul-
monary valves are subjected to much greater mechanical
abrasion than are the A-V valves. Finally, the A-V valves
are supported by the chordae tendineae, which is not true
for the semilunar valves. It is obvious from the anatomy of
the aortic and pulmonary valves (as shown for the aortic
valve at the bottom of Figure 9-7) that they must be con-
structed with an especially strong yet very pliable fibrous
tissue base to withstand the extra physical stresses.

Aortic Pressure Curve

When the left ventricle contracts, the ventricular pressure
increases rapidly until the aortic valve opens. Then, after
the valve opens, the pressure in the ventricle rises much
less rapidly, as shown in Figure 9-6, because blood imme-
diately flows out of the ventricle into the aorta and then
into the systemic distribution arteries.

The entry of blood into the arteries causes the walls of
these arteries to stretch and the pressure to increase to
about 120 mm Hg.

Next, at the end of systole, after the left ventricle stops
ejecting blood and the aortic valve closes, the elastic walls
of the arteries maintain a high pressure in the arteries,
even during diastole.

A so-called incisura occurs in the aortic pressure curve
when the aortic valve closes. This is caused by a short period
of backward flow of blood immediately before closure of
the valve, followed by sudden cessation of the backflow.

After the aortic valve has closed, the pressure in the
aorta decreases slowly throughout diastole because the
blood stored in the distended elastic arteries flows con-
tinually through the peripheral vessels back to the veins.
Before the ventricle contracts again, the aortic pressure
usually has fallen to about 80 mm Hg (diastolic pressure),
which is two thirds the maximal pressure of 120 mm Hg
(systolic pressure) that occurs in the aorta during ventric-
ular contraction.

The pressure curves in the right ventricle and pulmo-
nary artery are similar to those in the aorta, except that the
pressures are only about one sixth as great, as discussed
in Chapter 14.

Relationship of the Heart Sounds
to Heart Pumping

When listening to the heart with a stethoscope, one does not
hear the opening of the valves because this is a relatively slow
process that normally makes no noise. However, when the
valves close, the vanes of the valves and the surrounding fluids
vibrate under the influence of sudden pressure changes, giv-
ing off sound that travels in all directions through the chest.
When the ventricles contract, one first hears a sound
caused by closure of the A-V valves. The vibration is low in
pitch and relatively long-lasting and is known as the first heart
sound. When the aortic and pulmonary valves close at the end
of systole, one hears a rapid snap because these valves close
rapidly, and the surroundings vibrate for a short period. This
sound is called the second heart sound. The precise causes of
the heart sounds are discussed more fully in Chapter 23, in
relation to listening to the sounds with the stethoscope.

Work Output of the Heart

The stroke work output of the heart is the amount of energy
that the heart converts to work during each heartbeat while
pumping blood into the arteries. Minute work output is the
total amount of energy converted to work in 1 minute; this
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is equal to the stroke work output times the heart rate per
minute.

Work output of the heart is in two forms. First, by far the
major proportion is used to move the blood from the low-
pressure veins to the high-pressure arteries. This is called
volume-pressure work or external work. Second, a minor pro-
portion of the energy is used to accelerate the blood to its
velocity of ejection through the aortic and pulmonary valves.
This is the kinetic energy of blood flow component of the
work output.

Right ventricular external work output is normally about
one sixth the work output of the left ventricle because of
the sixfold difference in systolic pressures that the two ven-
tricles pump. The additional work output of each ventricle
required to create kinetic energy of blood flow is propor-
tional to the mass of blood ejected times the square of veloc-
ity of ejection.

Ordinarily, the work output of the left ventricle required
to create kinetic energy of blood flow is only about 1 per-
cent of the total work output of the ventricle and therefore
is ignored in the calculation of the total stroke work output.
But in certain abnormal conditions, such as aortic stenosis, in
which blood flows with great velocity through the stenosed
valve, more than 50 percent of the total work output may be
required to create kinetic energy of blood flow.

Graphical Analysis of Ventricular Pumping

Figure 9-8 shows a diagram that is especially useful in explain-
ing the pumping mechanics of the left ventricle. The most
important components of the diagram are the two curves
labeled “diastolic pressure” and “systolic pressure” These
curves are volume-pressure curves.

The diastolic pressure curve is determined by filling the
heart with progressively greater volumes of blood and then
measuring the diastolic pressure immediately before ventric-
ular contraction occurs, which is the end-diastolic pressure
of the ventricle.

The systolic pressure curve is determined by recording
the systolic pressure achieved during ventricular contraction
at each volume of filling.

Systolic pressure
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Figure 9-8 Relationship between left ventricular volume and
intraventricular pressure during diastole and systole. Also shown
by the heavy red lines is the “volume-pressure diagram,” demon-
strating changes in intraventricular volume and pressure during
the normal cardiac cycle. EW, net external work.
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Until the volume of the noncontracting ventricle rises
above about 150 ml, the “diastolic” pressure does not increase
greatly. Therefore, up to this volume, blood can flow easily
into the ventricle from the atrium. Above 150 ml, the ven-
tricular diastolic pressure increases rapidly, partly because of
fibrous tissue in the heart that will stretch no more and partly
because the pericardium that surrounds the heart becomes
filled nearly to its limit.

During ventricular contraction, the “systolic” pressure
increases even at low ventricular volumes and reaches a max-
imum at a ventricular volume of 150 to 170 ml. Then, as the
volume increases still further, the systolic pressure actually
decreases under some conditions, as demonstrated by the
falling systolic pressure curve in Figure 9-8, because at these
great volumes, the actin and myosin filaments of the cardiac
muscle fibers are pulled apart far enough that the strength of
each cardiac fiber contraction becomes less than optimal.

Note especially in the figure that the maximum systolic
pressure for the normal left ventricle is between 250 and
300 mm Hg, but this varies widely with each person’s heart
strength and degree of heart stimulation by cardiac nerves.
For the normal right ventricle, the maximum systolic pres-
sure is between 60 and 80 mm Hg.

“Volume-Pressure Diagram” During the Cardiac Cycle;
Cardiac Work Output. The red lines in Figure 9-8 form a
loop called the volume-pressure diagram of the cardiac cycle
for normal function of the left ventricle. A more detailed ver-
sion of this loop is shown in Figure 9-9. It is divided into four
phases.

Phase I: Period of filling. This phase in the volume-
pressure diagram begins at a ventricular volume of
about 50 ml and a diastolic pressure of 2 to 3 mm Hg.
The amount of blood that remains in the ventricle after
the previous heartbeat, 50 ml, is called the end-systolic
volume. As venous blood flows into the ventricle from the
left atrium, the ventricular volume normally increases to
about 120 ml, called the end-diastolic volume, an increase
of 70 ml. Therefore, the volume-pressure diagram dur-
ing phase I extends along the line labeled “I” from point A
to point B, with the volume increasing to 120 ml and the
diastolic pressure rising to about 5 to 7 mm Hg.

Phase II: Period of isovolumic contraction. During isovolu-
mic contraction, the volume of the ventricle does not change
because all valves are closed. However, the pressure inside
the ventricle increases to equal the pressure in the aorta, at a
pressure value of about 80 mm Hg, as depicted by point C.

Phase III: Period of ejection. During ejection, the systolic
pressure rises even higher because of still more contraction
of the ventricle. At the same time, the volume of the ventricle
decreases because the aortic valve has now opened and blood
flows out of the ventricle into the aorta. Therefore, the curve
labeled “III;” or “period of ejection,” traces the changes in vol-
ume and systolic pressure during this period of ejection.

Phase IV: Period of isovolumic relaxation. At the end of
the period of ejection (point D), the aortic valve closes, and
the ventricular pressure falls back to the diastolic pressure
level. The line labeled “IV” traces this decrease in intraven-
tricular pressure without any change in volume. Thus, the
ventricle returns to its starting point, with about 50 ml of
blood left in the ventricle and at an atrial pressure of 2 to
3 mm Hg.

Readers well trained in the basic principles of physics
will recognize that the area subtended by this functional
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volume-pressure diagram (the tan shaded area, labeled EW)
represents the net external work output of the ventricle dur-
ing its contraction cycle. In experimental studies of cardiac
contraction, this diagram is used for calculating cardiac work
output.

When the heart pumps large quantities of blood, the area
of the work diagram becomes much larger. That is, it extends
far to the right because the ventricle fills with more blood
during diastole, it rises much higher because the ventricle
contracts with greater pressure, and it usually extends far-
ther to the left because the ventricle contracts to a smaller
volume—especially if the ventricle is stimulated to increased
activity by the sympathetic nervous system.

Concepts of Preload and Afterload. In assessing the
contractile properties of muscle, it is important to spec-
ify the degree of tension on the muscle when it begins to
contract, which is called the preload, and to specify the
load against which the muscle exerts its contractile force,
which is called the afterload.

For cardiac contraction, the preload is usually consid-
ered to be the end-diastolic pressure when the ventricle
has become filled.

The afterload of the ventricle is the pressure in the
aorta leading from the ventricle. In Figure 9-8, this cor-
responds to the systolic pressure described by the phase
III curve of the volume-pressure diagram. (Sometimes the
afterload is loosely considered to be the resistance in the
circulation rather than the pressure.)

The importance of the concepts of preload and after-
load is that in many abnormal functional states of the heart
or circulation, the pressure during filling of the ventricle
(the preload), the arterial pressure against which the ven-
tricle must contract (the afterload), or both are severely
altered from normal.

Chemical Energy Required for Cardiac
Contraction: Oxygen Utilization by the Heart

Heart muscle, like skeletal muscle, uses chemical energy to
provide the work of contraction. Approximately 70 to 90 per-
cent of this energy is normally derived from oxidative metab-
olism of fatty acids with about 10 to 30 percent coming from
other nutrients, especially lactate and glucose. Therefore, the
rate of oxygen consumption by the heart is an excellent mea-
sure of the chemical energy liberated while the heart per-
forms its work. The different chemical reactions that liberate
this energy are discussed in Chapters 67 and 68.

Experimental studies have shown that oxygen consump-
tion of the heart and the chemical energy expended during
contraction are directly related to the total shaded area in
Figure 9-8. This shaded portion consists of the external work
(EW) as explained earlier and an additional portion called the
potential energy, labeled PE. The potential energy represents
additional work that could be accomplished by contraction
of the ventricle if the ventricle should empty completely all
the blood in its chamber with each contraction.

Oxygen consumption has also been shown to be nearly
proportional to the tension that occurs in the heart mus-
cle during contraction multiplied by the duration of time
that the contraction persists, called the tension-time index.
Because tension is high when systolic pressure is high, corre-
spondingly more oxygen is used. Also, much more chemical
energy is expended even at normal systolic pressures when
the ventricle is abnormally dilated because the heart muscle
tension during contraction is proportional to pressure times
the diameter of the ventricle. This becomes especially impor-
tant in heart failure where the heart ventricle is dilated and,
paradoxically, the amount of chemical energy required for a
given amount of work output is greater than normal even
though the heart is already failing.
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Efficiency of Cardiac Contraction. During heart mus-
cle contraction, most of the expended chemical energy is
converted into /eat and a much smaller portion into work
output. The ratio of work output to total chemical energy
expenditure is called the efficiency of cardiac contraction,
or simply efficiency of the heart. Maximum efficiency of
the normal heart is between 20 and 25 percent. In heart
failure, this can decrease to as low as 5 to 10 percent.

Regulation of Heart Pumping

When a person is at rest, the heart pumps only 4 to 6
liters of blood each minute. During severe exercise, the
heart may be required to pump four to seven times this
amount. The basic means by which the volume pumped
by the heart is regulated are (1) intrinsic cardiac regu-
lation of pumping in response to changes in volume of
blood flowing into the heart and (2) control of heart rate
and strength of heart pumping by the autonomic nervous
system.

Intrinsic Regulation of Heart Pumping—The
Frank-Starling Mechanism

In Chapter 20, we will learn that under most conditions,
the amount of blood pumped by the heart each minute is
normally determined almost entirely by the rate of blood
flow into the heart from the veins, which is called venous
return. That is, each peripheral tissue of the body controls
its own local blood flow, and all the local tissue flows com-
bine and return by way of the veins to the right atrium.
The heart, in turn, automatically pumps this incoming
blood into the arteries so that it can flow around the cir-
cuit again.

This intrinsic ability of the heart to adapt to increas-
ing volumes of inflowing blood is called the Frank-
Starling mechanism of the heart, in honor of Otto Frank
and Ernest Starling, two great physiologists of a century
ago. Basically, the Frank-Starling mechanism means that
the greater the heart muscle is stretched during filling,
the greater is the force of contraction and the greater
the quantity of blood pumped into the aorta. Or, stated
another way: Within physiologic limits, the heart pumps
all the blood that returns to it by the way of the veins.

What Is the Explanation of the Frank-Starling
Mechanism? When an extra amount of blood flows
into the ventricles, the cardiac muscle itself is stretched
to greater length. This in turn causes the muscle to con-
tract with increased force because the actin and myosin
filaments are brought to a more nearly optimal degree
of overlap for force generation. Therefore, the ventricle,
because of its increased pumping, automatically pumps
the extra blood into the arteries.

This ability of stretched muscle, up to an optimal
length, to contract with increased work output is char-
acteristic of all striated muscle, as explained in Chapter 6,
and is not simply a characteristic of cardiac muscle.
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In addition to the important effect of lengthening the
heart muscle, still another factor increases heart pumping
when its volume is increased. Stretch of the right atrial
wall directly increases the heart rate by 10 to 20 percent;
this, too, helps increase the amount of blood pumped
each minute, although its contribution is much less than
that of the Frank-Starling mechanism.

Ventricular Function Curves

One of the best ways to express the functional ability of the
ventricles to pump blood is by ventricular function curves,
as shown in Figures 9-10 and 9-11. Figure 9-10 shows a
type of ventricular function curve called the stroke work
output curve. Note that as the atrial pressure for each side
of the heart increases, the stroke work output for that side
increases until it reaches the limit of the ventricle’s pump-
ing ability.

Figure 9-11 shows another type of ventricular function
curve called the ventricular volume output curve. The two
curves of this figure represent function of the two ven-
tricles of the human heart based on data extrapolated
from lower animals. As the right and left atrial pressures
increase, the respective ventricular volume outputs per
minute also increase.
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Figure 9-10 Left and right ventricular function curves recorded
from dogs, depicting ventricular stroke work output as a function
of left and right mean atrial pressures. (Curves reconstructed from
data in Sarnoff SJ: Myocardial contractility as described by ven-
tricular function curves. Physiol Rev 35:107, 1955.)
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Figure 9-11 Approximate normal right and left ventricular volume

output curves for the normal resting human heart as extrapolated
from data obtained in dogs and data from human beings.
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Thus, ventricular function curves are another way of
expressing the Frank-Starling mechanism of the heart.
That is, as the ventricles fill in response to higher atrial
pressures, each ventricular volume and strength of cardiac
muscle contraction increase, causing the heart to pump
increased quantities of blood into the arteries.

Control of the Heart by the Sympathetic
and Parasympathetic Nerves

The pumping effectiveness of the heart also is controlled
by the sympathetic and parasympathetic (vagus) nerves,
which abundantly supply the heart, as shown in Figure
9-12. For given levels of atrial pressure, the amount of
blood pumped each minute (cardiac output) often can
be increased more than 100 percent by sympathetic stim-
ulation. By contrast, the output can be decreased to as
low as zero or almost zero by vagal (parasympathetic)
stimulation.

Mechanisms of Excitation of the Heart by the
Sympathetic Nerves. Strong sympathetic stimulation
can increase the heart rate in young adult humans from
the normal rate of 70 beats/min up to 180 to 200 and,
rarely, even 250 beats/min. Also, sympathetic stimula-
tion increases the force of heart contraction to as much
as double normal, thereby increasing the volume of blood
pumped and increasing the ejection pressure. Thus, sym-
pathetic stimulation often can increase the maximum
cardiac output as much as twofold to threefold, in addi-
tion to the increased output caused by the Frank-Starling
mechanism already discussed.

Conversely, inhibition of the sympathetic nerves to the
heart can decrease cardiac pumping to a moderate extent
in the following way: Under normal conditions, the sym-
pathetic nerve fibers to the heart discharge continuously
at a slow rate that maintains pumping at about 30 percent
above that with no sympathetic stimulation. Therefore,
when the activity of the sympathetic nervous system is

Sympathetic
nerves

Figure 9-12 Cardiac sympathetic and parasympathetic nerves.
(The vagus nerves to the heart are parasympathetic nerves.)

depressed below normal, this decreases both heart rate
and strength of ventricular muscle contraction, thereby
decreasing the level of cardiac pumping as much as 30
percent below normal.

Parasympathetic (Vagal) Stimulation of the Heart.
Strong stimulation of the parasympathetic nerve fibers in
the vagus nerves to the heart can stop the heartbeat for
a few seconds, but then the heart usually “escapes” and
beats at a rate of 20 to 40 beats/min as long as the para-
sympathetic stimulation continues. In addition, strong
vagal stimulation can decrease the strength of heart
muscle contraction by 20 to 30 percent.

The vagal fibers are distributed mainly to the atria
and not much to the ventricles, where the power con-
traction of the heart occurs. This explains the effect of
vagal stimulation mainly to decrease heart rate rather
than to decrease greatly the strength of heart contraction.
Nevertheless, the great decrease in heart rate combined
with a slight decrease in heart contraction strength can
decrease ventricular pumping 50 percent or more.

Effect of Sympathetic or Parasympathetic Stimula-
tion on the Cardiac Function Curve. Figure 9-13 shows
four cardiac function curves. They are similar to the ven-
tricular function curves of Figure 9-11. However, they
represent function of the entire heart rather than of a sin-
gle ventricle; they show the relation between right atrial
pressure at the input of the right heart and cardiac output
from the left ventricle into the aorta.

The curves of Figure 9-13 demonstrate that at any given
right atrial pressure, the cardiac output increases during
increased sympathetic stimulation and decreases during
increased parasympathetic stimulation. These changes in
output caused by autonomic nervous system stimulation
result both from changes in heart rate and from changes
in contractile strength of the heart because both change in
response to the nerve stimulation.
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Figure 9-13 Effect on the cardiac output curve of different degrees
of sympathetic or parasympathetic stimulation.
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Effect of Potassium and Calcium
lons on Heart Function

In the discussion of membrane potentials in Chapter 5, it
was pointed out that potassium ions have a marked effect
on membrane potentials, and in Chapter 6 it was noted
that calcium ions play an especially important role in acti-
vating the muscle contractile process. Therefore, it is to
be expected that the concentration of each of these two
ions in the extracellular fluids should also have important
effects on cardiac pumping.

Effect of Potassium lons. Excess potassium in the
extracellular fluids causes the heart to become dilated
and flaccid and also slows the heart rate. Large quantities
also can block conduction of the cardiac impulse from the
atria to the ventricles through the A-V bundle. Elevation
of potassium concentration to only 8 to 12 mEq/L—two to
three times the normal value—can cause such weakness
of the heart and abnormal rhythm that death occurs.

These effects result partially from the fact that a
high potassium concentration in the extracellular flu-
ids decreases the resting membrane potential in the car-
diac muscle fibers, as explained in Chapter 5. That is, high
extracellular fluid potassium concentration partially depo-
larizes the cell membrane, causing the membrane potential
to be less negative. As the membrane potential decreases,
the intensity of the action potential also decreases, which
makes contraction of the heart progressively weaker.

Effect of Calcium lons. An excess of calcium ions
causes effects almost exactly opposite to those of potas-
sium ions, causing the heart to go toward spastic con-
traction. This is caused by a direct effect of calcium ions
to initiate the cardiac contractile process, as explained
earlier in the chapter.

Conversely, deficiency of calcium ions causes car-
diac flaccidity, similar to the effect of high potassium.
Fortunately, calcium ion levels in the blood normally are
regulated within a very narrow range. Therefore, cardiac
effects of abnormal calcium concentrations are seldom of
clinical concern.

Effect of Temperature on Heart Function

Increased body temperature, as occurs when one has
fever, causes a greatly increased heart rate, sometimes to
double normal. Decreased temperature causes a greatly
decreased heart rate, falling to as low as a few beats per
minute when a person is near death from hypothermia in
the body temperature range of 60° to 70°F. These effects
presumably result from the fact that heat increases the
permeability of the cardiac muscle membrane to ions
that control heart rate, resulting in acceleration of the
self-excitation process.

Contractile strength of the heart often is enhanced tem-
porarily by a moderate increase in temperature, as occurs
during body exercise, but prolonged elevation of tem-
perature exhausts the metabolic systems of the heart and
eventually causes weakness. Therefore, optimal function
of the heart depends greatly on proper control of body
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Figure 9-14 Constancy of cardiac output up to a pressure level
of 160 mm Hg. Only when the arterial pressure rises above this
normal limit does the increasing pressure load cause the cardiac
output to fall significantly.

temperature by the temperature control mechanisms
explained in Chapter 73.

Increasing the Arterial Pressure Load (up to a
Limit) Does Not Decrease the Cardiac Output

Note in Figure 9-14 that increasing the arterial pressure
in the aorta does not decrease the cardiac output until
the mean arterial pressure rises above about 160 mm Hg.
In other words, during normal function of the heart at
normal systolic arterial pressures (80 to 140 mm Hg), the
cardiac output is determined almost entirely by the ease
of blood flow through the body’s tissues, which in turn
controls venous return of blood to the heart. This is the
principal subject of Chapter 20.
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CHAPTER 10

Rhythmical Excitation of the Heart

The heart is endowed with
[ a special system for (1) gen-

erating rhythmical electrical

impulses to cause rhythmi-

cal contraction of the heart

muscle and (2) conduct-

ing these impulses rapidly
through the heart. When this system functions normally,
the atria contract about one sixth of a second ahead of ven-
tricular contraction, which allows filling of the ventricles
before they pump the blood through the lungs and periph-
eral circulation. Another special importance of the system
is that it allows all portions of the ventricles to contract
almost simultaneously, which is essential for most effec-
tive pressure generation in the ventricular chambers.

This rhythmical and conductive system of the heart
is susceptible to damage by heart disease, especially by
ischemia of the heart tissues resulting from poor coro-
nary blood flow. The effect is often a bizarre heart rhythm
or abnormal sequence of contraction of the heart cham-
bers, and the pumping effectiveness of the heart often is
affected severely, even to the extent of causing death.

Specialized Excitatory and Conductive
System of the Heart

Figure 10-1 shows the specialized excitatory and conduc-
tive system of the heart that controls cardiac contractions.
The figure shows the sinus node (also called sinoatrial or
S-A node), in which the normal rhythmical impulses are
generated; the internodal pathways that conduct impulses
from the sinus node to the atrioventricular (A-V) node;
the A-V node, in which impulses from the atria are delayed
before passing into the ventricles; the A-V bundle, which
conducts impulses from the atria into the ventricles; and
the left and right bundle branches of Purkinje fibers, which
conduct the cardiac impulses to all parts of the ventricles.

Sinus (Sinoatrial) Node

The sinus node (also called sinoatrial node) is a small, flat-
tened, ellipsoid strip of specialized cardiac muscle about
3 millimeters wide, 15 millimeters long, and 1 millimeter

thick. It is located in the superior posterolateral wall of the
right atrium immediately below and slightly lateral to the
opening of the superior vena cava. The fibers of this node
have almost no contractile muscle filaments and are each
only 3 to 5 micrometers in diameter, in contrast to a diam-
eter of 10 to 15 micrometers for the surrounding atrial
muscle fibers. However, the sinus nodal fibers connect
directly with the atrial muscle fibers so that any action
potential that begins in the sinus node spreads immedi-
ately into the atrial muscle wall.

Automatic Electrical Rhythmicity of the Sinus Fibers

Some cardiac fibers have the capability of self-excitation,
a process that can cause automatic rhythmical discharge
and contraction. This is especially true of the fibers of the
heart’s specialized conducting system, including the fibers
of the sinus node. For this reason, the sinus node ordi-
narily controls the rate of beat of the entire heart, as dis-
cussed in detail later in this chapter. First, let us describe
this automatic rhythmicity.

Mechanism of Sinus Nodal Rhythmicity. Figure 10-2
shows action potentials recorded from inside a sinus
nodal fiber for three heartbeats and, by comparison, a
single ventricular muscle fiber action potential. Note that
the “resting membrane potential” of the sinus nodal fiber
between discharges has a negativity of about -55 to -60
millivolts, in comparison with -85 to =90 millivolts for
the ventricular muscle fiber. The cause of this lesser nega-
tivity is that the cell membranes of the sinus fibers are
naturally leaky to sodium and calcium ions, and positive
charges of the entering sodium and calcium ions neutral-
ize some of the intracellular negativity.

Before attempting to explain the rhythmicity of the
sinus nodal fibers, first recall from the discussions of
Chapters 5 and 9 that cardiac muscle has three types of
membrane ion channels that play important roles in caus-
ing the voltage changes of the action potential. They are
(1) fast sodium channels, (2) slow sodium-calcium chan-
nels, and (3) potassium channels.

Opening of the fast sodium channels for a few
10,000 ths of a second is responsible for the rapid upstroke
spike of the action potential observed in ventricular mus-
cle, because of rapid influx of positive sodium ions to the
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Figure 10-1 Sinus node and the Purkinje system of the heart,
showing also the A-V node, atrial internodal pathways, and ven-
tricular bundle branches.

interior of the fiber. Then the “plateau” of the ventricular
action potential is caused primarily by slower opening of
the slow sodium-calcium channels, which lasts for about
0.3 second. Finally, opening of potassium channels allows
diffusion of large amounts of positive potassium ions in
the outward direction through the fiber membrane and
returns the membrane potential to its resting level.

But there is a difference in the function of these chan-
nels in the sinus nodal fiber because the “resting” poten-
tial is much less negative—only —55 millivolts in the nodal
fiber instead of the —90 millivolts in the ventricular mus-
cle fiber. At this level of —55 millivolts, the fast sodium
channels mainly have already become “inactivated,” which
means that they have become blocked. The cause of this is
that any time the membrane potential remains less nega-
tive than about —55 millivolts for more than a few mil-
liseconds, the inactivation gates on the inside of the cell
membrane that close the fast sodium channels become
closed and remain so. Therefore, only the slow sodium-
calcium channels can open (i.e., can become “activated”)

+20 = Threshold for Sinus Ventricular
discharge nodal fiber muscle fiber
0-
[Z]
g —40 \ ,
N P72 Ui U A\ g
“Resting
_go 4 potential”
1 1
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0 1 2 3
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Figure 10-2 Rhythmical discharge of a sinus nodal fiber. Also, the
sinus nodal action potential is compared with that of a ventricular
muscle fiber.
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and thereby cause the action potential. As a result, the
atrial nodal action potential is slower to develop than
the action potential of the ventricular muscle. Also, after
the action potential does occur, return of the potential to
its negative state occurs slowly as well, rather than the
abrupt return that occurs for the ventricular fiber.

Self-Excitation of Sinus Nodal Fibers. Because
of the high sodium ion concentration in the extracel-
lular fluid outside the nodal fiber, as well as a moder-
ate number of already open sodium channels, positive
sodium ions from outside the fibers normally tend
to leak to the inside. Therefore, between heartbeats,
influx of positively charged sodium ions causes a slow
rise in the resting membrane potential in the positive
direction. Thus, as shown in Figure 10-2, the “rest-
ing” potential gradually rises and becomes less nega-
tive between each two heartbeats. When the potential
reaches a threshold voltage of about —40 millivolts,
the sodium-calcium channels become “activated,
thus causing the action potential. Therefore, basically,
the inherent leakiness of the sinus nodal fibers to sodium
and calcium ions causes their self-excitation.

Why does this leakiness to sodium and calcium ions
not cause the sinus nodal fibers to remain depolarized all
the time? The answer is that two events occur during the
course of the action potential to prevent this. First, the
sodium-calcium channels become inactivated (i.e., they
close) within about 100 to 150 milliseconds after open-
ing, and second, at about the same time, greatly increased
numbers of potassium channels open. Therefore, influx
of positive calcium and sodium ions through the sodium-
calcium channels ceases, while at the same time large
quantities of positive potassium ions diffuse out of the
fiber. Both of these effects reduce the intracellular poten-
tial back to its negative resting level and therefore termi-
nate the action potential. Furthermore, the potassium
channels remain open for another few tenths of a second,
temporarily continuing movement of positive charges
out of the cell, with resultant excess negativity inside the
fiber; this is called hyperpolarization. The hyperpolariza-
tion state initially carries the “resting” membrane poten-
tial down to about —55 to —60 millivolts at the termination
of the action potential.

Why is this new state of hyperpolarization not main-
tained forever? The reason is that during the next few
tenths of a second after the action potential is over, pro-
gressively more and more potassium channels close.
The inward-leaking sodium and calcium ions once again
overbalance the outward flux of potassium ions, and
this causes the “resting” potential to drift upward once
more, finally reaching the threshold level for discharge
at a potential of about -40 millivolts. Then the entire
process begins again: self-excitation to cause the action
potential, recovery from the action potential, hyperpo-
larization after the action potential is over, drift of the
“resting” potential to threshold, and finally re-excitation
to elicit another cycle. This process continues indefinitely
throughout a person’s life.



Internodal Pathways and Transmission of
the Cardiac Impulse Through the Atria

The ends of the sinus nodal fibers connect directly
with surrounding atrial muscle fibers. Therefore, action
potentials originating in the sinus node travel outward
into these atrial muscle fibers. In this way, the action
potential spreads through the entire atrial muscle mass
and, eventually, to the A-V node. The velocity of conduc-
tion in most atrial muscle is about 0.3 m/sec, but conduc-
tion is more rapid, about 1 m/sec, in several small bands
of atrial fibers. One of these, called the anterior inter-
atrial band, passes through the anterior walls of the atria
to the left atrium. In addition, three other small bands
curve through the anterior, lateral, and posterior atrial
walls and terminate in the A-V node; shown in Figures
10-1 and 10-3, these are called, respectively, the anterior,
middle, and posterior internodal pathways. The cause of
more rapid velocity of conduction in these bands is the
presence of specialized conduction fibers. These fibers
are similar to even more rapidly conducting “Purkinje
fibers” of the ventricles, which are discussed as follows.

Atrioventricular Node and Delay of Impulse
Conduction from the Atria to the Ventricles

The atrial conductive system is organized so that the car-
diac impulse does not travel from the atria into the ventri-
cles too rapidly; this delay allows time for the atria to empty
their blood into the ventricles before ventricular contraction
begins. It is primarily the A-V node and its adjacent conduc-
tive fibers that delay this transmission into the ventricles.
The A-V nodeislocated in the posterior wall of the right
atrium immediately behind the tricuspid valve, as shown

Internodal

pathways Transitional fibers

A-V node

(0.03)

Atrioventricular
fibrous tissue

(0.12) \\\

Penetrating portion
of A-V bundle

Distal portion of
A-V bundle

Right bundle branch Left bundle branch

(0.16)

Ventricular
septum

Figure 10-3 Organization of the A-V node. The numbers repre-
sent the interval of time from the origin of the impulse in the sinus
node. The values have been extrapolated to human beings.
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in Figure 10-1. And Figure 10-3 shows diagrammatically
the different parts of this node, plus its connections with
the entering atrial internodal pathway fibers and the exit-
ing A-V bundle. The figure also shows the approximate
intervals of time in fractions of a second between initial
onset of the cardiac impulse in the sinus node and its sub-
sequent appearance in the A-V nodal system. Note that
the impulse, after traveling through the internodal path-
ways, reaches the A-V node about 0.03 second after its ori-
gin in the sinus node. Then there is a delay of another 0.09
second in the A-V node itself before the impulse enters
the penetrating portion of the A-V bundle, where it passes
into the ventricles. A final delay of another 0.04 second
occurs mainly in this penetrating A-V bundle, which is
composed of multiple small fascicles passing through the
fibrous tissue separating the atria from the ventricles.

Thus, the total delay in the A-V nodal and A-V bun-
dle system is about 0.13 second. This, in addition to the
initial conduction delay of 0.03 second from the sinus
node to the A-V node, makes a total delay of 0.16 second
before the excitatory signal finally reaches the contracting
muscle of the ventricles.

Cause of the Slow Conduction. The slow conduc-
tion in the transitional, nodal, and penetrating A-V bundle
fibers is caused mainly by diminished numbers of gap junc-
tions between successive cells in the conducting pathways,
so there is great resistance to conduction of excitatory ions
from one conducting fiber to the next. Therefore, it is easy
to see why each succeeding cell is slow to be excited.

Rapid Transmission in the Ventricular
Purkinje System

Special Purkinje fibers lead from the A-V node through the
A-V bundle into the ventricles. Except for the initial por-
tion of these fibers where they penetrate the A-V fibrous
barrier, they have functional characteristics that are quite
the opposite of those of the A-V nodal fibers. They are
very large fibers, even larger than the normal ventricu-
lar muscle fibers, and they transmit action potentials at a
velocity of 1.5 to 4.0m/sec, a velocity about 6 times that
in the usual ventricular muscle and 150 times that in some
of the A-V nodal fibers. This allows almost instantaneous
transmission of the cardiac impulse throughout the entire
remainder of the ventricular muscle.

The rapid transmission of action potentials by Purkinje
fibers is believed to be caused by a very high level of per-
meability of the gap junctions at the intercalated discs
between the successive cells that make up the Purkinje
fibers. Therefore, ions are transmitted easily from one
cell to the next, thus enhancing the velocity of transmis-
sion. The Purkinje fibers also have very few myofibrils,
which means that they contract little or not at all during
the course of impulse transmission.

One-Way Conduction Through the A-V Bundle.
A special characteristic of the A-V bundle is the inabil-
ity, except in abnormal states, of action potentials to
travel backward from the ventricles to the atria. This
prevents re-entry of cardiac impulses by this route from
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the ventricles to the atria, allowing only forward con-
duction from the atria to the ventricles.

Furthermore, it should be recalled that everywhere,
except at the A-V bundle, the atrial muscle is separated
from the ventricular muscle by a continuous fibrous bar-
rier, a portion of which is shown in Figure 10-3. This bar-
rier normally acts as an insulator to prevent passage of
the cardiac impulse between atrial and ventricular mus-
cle through any other route besides forward conduc-
tion through the A-V bundle itself. (In rare instances, an
abnormal muscle bridge does penetrate the fibrous barrier
elsewhere besides at the A-V bundle. Under such condi-
tions, the cardiac impulse can re-enter the atria from the
ventricles and cause a serious cardiac arrhythmia.)

Distribution of the Purkinje Fibers in the Ventricles—
The Left and Right Bundle Branches. After penetrating
the fibrous tissue between the atrial and ventricular mus-
cle, the distal portion of the A-V bundle passes down-
ward in the ventricular septum for 5 to 15 millimeters
toward the apex of the heart, as shown in Figures 10-1
and 10-3. Then the bundle divides into left and right bun-
dle branches that lie beneath the endocardium on the two
respective sides of the ventricular septum. Each branch
spreads downward toward the apex of the ventricle, pro-
gressively dividing into smaller branches. These branches
in turn course sidewise around each ventricular chamber
and back toward the base of the heart. The ends of the
Purkinje fibers penetrate about one third of the way into
the muscle mass and finally become continuous with the
cardiac muscle fibers.

From the time the cardiac impulse enters the bundle
branches in the ventricular septum until it reaches the ter-
minations of the Purkinje fibers, the total elapsed time aver-
ages only 0.03 second. Therefore, once the cardiac impulse
enters the ventricular Purkinje conductive system, it spreads
almost immediately to the entire ventricular muscle mass.

Transmission of the Cardiac Impulse in the
Ventricular Muscle

Once the impulse reaches the ends of the Purkinje fibers,
it is transmitted through the ventricular muscle mass by
the ventricular muscle fibers themselves. The velocity of
transmission is now only 0.3 to 0.5m/sec, one sixth that
in the Purkinje fibers.

The cardiac muscle wraps around the heart in a dou-
ble spiral, with fibrous septa between the spiraling layers;
therefore, the cardiac impulse does not necessarily travel
directly outward toward the surface of the heart but instead
angulates toward the surface along the directions of the
spirals. Because of this, transmission from the endocardial
surface to the epicardial surface of the ventricle requires as
much as another 0.03 second, approximately equal to the
time required for transmission through the entire ventricu-
lar portion of the Purkinje system. Thus, the total time for
transmission of the cardiac impulse from the initial bundle
branches to the last of the ventricular muscle fibers in the
normal heart is about 0.06 second.
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Figure 10-4 Transmission of the cardiac impulse through the
heart, showing the time of appearance (in fractions of a second
after initial appearance at the sinoatrial node) in different parts
of the heart.

Summary of the Spread of the Cardiac Impulse
Through the Heart

Figure 10-4 shows in summary form the transmission
of the cardiac impulse through the human heart. The
numbers on the figure represent the intervals of time,
in fractions of a second, that lapse between the origin
of the cardiac impulse in the sinus node and its appear-
ance at each respective point in the heart. Note that the
impulse spreads at moderate velocity through the atria
but is delayed more than 0.1 second in the A-V nodal
region before appearing in the ventricular septal A-V
bundle. Once it has entered this bundle, it spreads very
rapidly through the Purkinje fibers to the entire endo-
cardial surfaces of the ventricles. Then the impulse once
again spreads slightly less rapidly through the ventricular
muscle to the epicardial surfaces.

It is important that the student learn in detail the course
of the cardiac impulse through the heart and the precise
times of its appearance in each separate part of the heart,
because a thorough quantitative knowledge of this process
is essential to the understanding of electrocardiography,
which is discussed in Chapters 11 through 13.

Control of Excitation and Conduction
in the Heart

Sinus Node as the Pacemaker of the Heart

In the discussion thus far of the genesis and transmission
of the cardiac impulse through the heart, we have noted
that the impulse normally arises in the sinus node. In some



abnormal conditions, this is not the case. Other parts of
the heart can also exhibit intrinsic rhythmical excita-
tion in the same way that the sinus nodal fibers do; this is
particularly true of the A-V nodal and Purkinje fibers.

The A-V nodal fibers, when not stimulated from some
outside source, discharge at an intrinsic rhythmical rate
of 40 to 60 times per minute, and the Purkinje fibers dis-
charge at a rate somewhere between 15 and 40 times per
minute. These rates are in contrast to the normal rate of
the sinus node of 70 to 80 times per minute.

Why then does the sinus node rather than the A-V
node or the Purkinje fibers control the heart’s rhythmic-
ity? The answer derives from the fact that the discharge
rate of the sinus node is considerably faster than the natu-
ral self-excitatory discharge rate of either the A-V node or
the Purkinje fibers. Each time the sinus node discharges,
its impulse is conducted into both the A-V node and the
Purkinje fibers, also discharging their excitable mem-
branes. But the sinus node discharges again before either
the A-V node or the Purkinje fibers can reach their own
thresholds for self-excitation. Therefore, the new impulse
from the sinus node discharges both the A-V node and
the Purkinje fibers before self-excitation can occur in
either of these.

Thus, the sinus node controls the beat of the heart
because its rate of rhythmical discharge is faster than
that of any other part of the heart. Therefore, the sinus
node is virtually always the pacemaker of the normal
heart.

Abnormal Pacemakers—"Ectopic” Pacemaker. Occasio-
nally some other part of the heart develops a rhythmi-
cal discharge rate that is more rapid than that of the
sinus node. For instance, this sometimes occurs in the
A-V node or in the Purkinje fibers when one of these
becomes abnormal. In either case, the pacemaker of the
heart shifts from the sinus node to the A-V node or to
the excited Purkinje fibers. Under rarer conditions, a place in
the atrial or ventricular muscle develops excessive excitability
and becomes the pacemaker.

A pacemaker elsewhere than the sinus node is called
an “ectopic” pacemaker. An ectopic pacemaker causes an
abnormal sequence of contraction of the different parts
of the heart and can cause significant debility of heart
pumping.

Another cause of shift of the pacemaker is blockage of
transmission of the cardiac impulse from the sinus node
to the other parts of the heart. The new pacemaker then
occurs most frequently at the A-V node or in the penetrat-
ing portion of the A-V bundle on the way to the ventricles.

When A-V block occurs—that is, when the cardiac
impulse fails to pass from the atria into the ventricles
through the A-V nodal and bundle system—the atria con-
tinue to beat at the normal rate of rhythm of the sinus
node, while a new pacemaker usually develops in the
Purkinje system of the ventricles and drives the ventric-
ular muscle at a new rate somewhere between 15 and
40 beats per minute. After sudden A-V bundle block,
the Purkinje system does not begin to emit its intrinsic
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rhythmical impulses until 5 to 20 seconds later because,
before the blockage, the Purkinje fibers had been “over-
driven” by the rapid sinus impulses and, consequently, are
in a suppressed state. During these 5 to 20 seconds, the
ventricles fail to pump blood, and the person faints after
the first 4 to 5 seconds because of lack of blood flow to
the brain. This delayed pickup of the heartbeat is called
Stokes-Adams syndrome. If the delay period is too long, it
can lead to death.

Role of the Purkinje System in Causing
Synchronous Contraction of the
Ventricular Muscle

It is clear from our description of the Purkinje system that
normally the cardiac impulse arrives at almost all portions
of the ventricles within a narrow span of time, exciting
the first ventricular muscle fiber only 0.03 to 0.06 second
ahead of excitation of the last ventricular muscle fiber.
This causes all portions of the ventricular muscle in both
ventricles to begin contracting at almost the same time
and then to continue contracting for about another 0.3
second.

Effective pumping by the two ventricular chambers
requires this synchronous type of contraction. If the car-
diac impulse should travel through the ventricles slowly,
much of the ventricular mass would contract before
contraction of the remainder, in which case the over-
all pumping effect would be greatly depressed. Indeed,
in some types of cardiac debilities, several of which are
discussed in Chapters 12 and 13, slow transmission does
occur, and the pumping effectiveness of the ventricles is
decreased as much as 20 to 30 percent.

Control of Heart Rhythmicity and Impulse
Conduction by the Cardiac Nerves: Sympathetic
and Parasympathetic Nerves

The heart is supplied with both sympathetic and para-
sympathetic nerves, as shown in Figure 9-10 of Chapter 9.
The parasympathetic nerves (the vagi) are distributed
mainly to the S-A and A-V nodes, to a lesser extent to
the muscle of the two atria, and very little directly to the
ventricular muscle. The sympathetic nerves, conversely,
are distributed to all parts of the heart, with strong rep-
resentation to the ventricular muscle, as well as to all the
other areas.

Parasympathetic (Vagal) Stimulation Can Slow or Even
Block Cardiac Rhythm and Conduction—"Ventricular
Escape.” Stimulation of the parasympathetic nerves to
the heart (the vagi) causes the hormone acetylcholine to
be released at the vagal endings. This hormone has two
major effects on the heart. First, it decreases the rate of
rhythm of the sinus node, and second, it decreases the
excitability of the A-V junctional fibers between the atrial
musculature and the A-V node, thereby slowing transmis-
sion of the cardiac impulse into the ventricles.

Weak to moderate vagal stimulation slows the rate
of heart pumping, often to as little as one-half normal.
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And strong stimulation of the vagi can stop completely
the rhythmical excitation by the sinus node or block com-
pletely transmission of the cardiac impulse from the atria
into the ventricles through the A-V mode. In either case,
rhythmical excitatory signals are no longer transmitted
into the ventricles. The ventricles stop beating for 5 to 20
seconds, but then some small area in the Purkinje fibers,
usually in the ventricular septal portion of the A-V bun-
dle, develops a rhythm of its own and causes ventricular
contraction at a rate of 15 to 40 beats per minute. This
phenomenon is called ventricular escape.

Mechanism of the Vagal Effects. The acetylcholine
released at the vagal nerve endings greatly increases the
permeability of the fiber membranes to potassium ions,
which allows rapid leakage of potassium out of the con-
ductive fibers. This causes increased negativity inside the
fibers, an effect called hyperpolarization, which makes
this excitable tissue much less excitable, as explained in
Chapter 5.

In the sinus node, the state of hyperpolarization
decreases the “resting” membrane potential of the sinus
nodal fibers to a level considerably more negative than
usual, to —65 to —75 miillivolts rather than the normal level
of —55 to —60 millivolts. Therefore, the initial rise of the
sinus nodal membrane potential caused by inward sodium
and calcium leakage requires much longer to reach the
threshold potential for excitation. This greatly slows
the rate of rhythmicity of these nodal fibers. If the vagal
stimulation is strong enough, it is possible to stop entirely
the rhythmical self-excitation of this node.

In the A-V node, a state of hyperpolarization caused
by vagal stimulation makes it difficult for the small atrial
fibers entering the node to generate enough electricity to
excite the nodal fibers. Therefore, the safety factor for trans-
mission of the cardiac impulse through the transitional
fibers into the A-V nodal fibers decreases. A moderate
decrease simply delays conduction of the impulse, but a
large decrease blocks conduction entirely.

Effect of Sympathetic Stimulation on Cardiac Rhythm
and Conduction. Sympathetic stimulation causes essen-
tially the opposite effects on the heart to those caused by
vagal stimulation, as follows: First, it increases the rate
of sinus nodal discharge. Second, it increases the rate of
conduction, as well as the level of excitability in all por-
tions of the heart. Third, it increases greatly the force of
contraction of all the cardiac musculature, both atrial and
ventricular, as discussed in Chapter 9.

In short, sympathetic stimulation increases the over-
all activity of the heart. Maximal stimulation can almost
triple the frequency of heartbeat and can increase the
strength of heart contraction as much as twofold.

Mechanism of the Sympathetic Effect. Stimulation of
the sympathetic nerves releases the hormone norepineph-
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rine at the sympathetic nerve endings. Norepinephrine in
turn stimulates beta-1 adrenergic receptors, which medi-
ate the effects on heart rate. The precise mechanism by
which beta-1 adrenergic stimulation acts on cardiac
muscle fibers is somewhat unclear, but the belief is that
it increases the permeability of the fiber membrane to
sodium and calcium ions. In the sinus node, an increase
of sodium-calcium permeability causes a more positive
resting potential and also causes increased rate of upward
drift of the diastolic membrane potential toward the
threshold level for self-excitation, thus accelerating self-
excitation and, therefore, increasing the heart rate.

In the A-V node and A-V bundles, increased sodium-
calcium permeability makes it easier for the action poten-
tial to excite each succeeding portion of the conducting
fiber bundles, thereby decreasing the conduction time
from the atria to the ventricles.

The increase in permeability to calcium ions is at least
partially responsible for the increase in contractile strength
of the cardiac muscle under the influence of sympathetic
stimulation, because calcium ions play a powerful role in
exciting the contractile process of the myofibrils.
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CHAPTER 11

The Normal Electrocardiogram

When the cardiac impulse
passes through the heart,
electrical currentalso spreads
from the heart into the adja-
cent tissues surrounding the
heart. A small portion of the
current spreads all the way to
the surface of the body. If electrodes are placed on the skin
on opposite sides of the heart, electrical potentials gener-
ated by the current can be recorded; the recording is known
as an electrocardiogram. A normal electrocardiogram for
two beats of the heart is shown in Figure 11-1.

Characteristics of the Normal
Electrocardiogram

The normal electrocardiogram (see Figure 11-1) is com-
posed of a P wave, a QRS complex, and a T wave. The QRS
complex is often, but not always, three separate waves: the
Q wave, the R wave, and the S wave.

The P wave is caused by electrical potentials generated
when the atria depolarize before atrial contraction begins.
The QRS complex is caused by potentials generated when
the ventricles depolarize before contraction, that is, as
the depolarization wave spreads through the ventricles.
Therefore, both the P wave and the components of the
QRS complex are depolarization waves.

The T wave is caused by potentials generated as the
ventricles recover from the state of depolarization. This
process normally occurs in ventricular muscle 0.25 to 0.35
second after depolarization, and the T wave is known as a
repolarization wave.

Thus, the electrocardiogram is composed of both
depolarization and repolarization waves. The principles
of depolarization and repolarization are discussed in
Chapter 5. The distinction between depolarization waves
and repolarization waves is so important in electrocardi-
ography that further clarification is necessary.

Depolarization Waves versus
Repolarization Waves

Figure 11-2 shows a single cardiac muscle fiber in four
stages of depolarization and repolarization, the color red
designating depolarization. During depolarization, the
normal negative potential inside the fiber reverses and
becomes slightly positive inside and negative outside.

In Figure 11-24, depolarization, demonstrated by red
positive charges inside and red negative charges outside,
is traveling from left to right. The first half of the fiber has
already depolarized, while the remaining half is still polar-
ized. Therefore, the left electrode on the outside of the
fiber is in an area of negativity, and the right electrode is in
an area of positivity; this causes the meter to record posi-
tively. To the right of the muscle fiber is shown a record
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Figure 11-1 Normal electrocardiogram.
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of changes in potential between the two electrodes, as
recorded by a high-speed recording meter. Note that when
depolarization has reached the halfway mark in Figure
11-2A, the record has risen to a maximum positive value.

In Figure 11-2B, depolarization has extended over the
entire muscle fiber, and the recording to the right has
returned to the zero baseline because both electrodes are
now in areas of equal negativity. The completed wave is
a depolarization wave because it results from spread of
depolarization along the muscle fiber membrane.

Figure 11-2C shows halfway repolarization of the
same muscle fiber, with positivity returning to the out-
side of the fiber. At this point, the left electrode is in an
area of positivity, and the right electrode is in an area
of negativity. This is opposite to the polarity in Figure
11-2A. Consequently, the recording, as shown to the
right, becomes negative.

In Figure 11-2D, the muscle fiber has completely repo-
larized, and both electrodes are now in areas of positiv-
ity so that no potential difference is recorded between
them. Thus, in the recording to the right, the potential
returns once more to zero. This completed negative wave
is a repolarization wave because it results from spread of
repolarization along the muscle fiber membrane.

Relation of the Monophasic Action Potential of
Ventricular Muscle to the QRS and T Waves in the
Standard Electrocardiogram. The monophasic action
potential of ventricular muscle, discussed in Chapter 10,
normally lasts between 0.25 and 0.35 second. The top
part of Figure 11-3 shows a monophasic action potential
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Depolarization
Repolarization

Figure 11-3 Above, Monophasic action potential from a ventric-
ular muscle fiber during normal cardiac function, showing rapid
depolarization and then repolarization occurring slowly during the
plateau stage but rapidly toward the end. Below, Electrocardiogram
recorded simultaneously.

recorded from a microelectrode inserted to the inside of a
single ventricular muscle fiber. The upsweep of this action
potential is caused by depolarization, and the return of
the potential to the baseline is caused by repolarization.

Note in the lower half of the figure a simultaneous
recording of the electrocardiogram from this same ven-
tricle, which shows the QRS waves appearing at the
beginning of the monophasic action potential and the
T wave appearing at the end. Note especially that no
potential is recorded in the electrocardiogram when the
ventricular muscle is either completely polarized or com-
pletely depolarized. Only when the muscle is partly polar-
ized and partly depolarized does current flow from one
part of the ventricles to another part and therefore cur-
rent also flows to the surface of the body to produce the
electrocardiogram.

Relationship of Atrial and Ventricular Contraction
to the Waves of the Electrocardiogram

Before contraction of muscle can occur, depolarization
must spread through the muscle to initiate the chemical
processes of contraction. Refer again to Figure 11-1; the
P wave occurs at the beginning of contraction of the atria,
and the QRS complex of waves occurs at the beginning
of contraction of the ventricles. The ventricles remain
contracted until after repolarization has occurred, that is,
until after the end of the T wave.

The atria repolarize about 0.15 to 0.20 second after ter-
mination of the P wave. This is also approximately when
the QRS complex is being recorded in the electrocardio-
gram. Therefore, the atrial repolarization wave, known as
the atrial T wave, is usually obscured by the much larger
QRS complex. For this reason, an atrial T wave seldom is
observed in the electrocardiogram.

The ventricular repolarization wave is the T wave of the
normal electrocardiogram. Ordinarily, ventricular mus-
cle begins to repolarize in some fibers about 0.20 second
after the beginning of the depolarization wave (the QRS
complex), but in many other fibers, it takes as long as 0.35
second. Thus, the process of ventricular repolarization



extends over a long period, about 0.15 second. For this rea-
son, the T wave in the normal electrocardiogram is a pro-
longed wave, but the voltage of the T wave is considerably
less than the voltage of the QRS complex, partly because
of its prolonged length.

Voltage and Time Calibration of
the Electrocardiogram

Allrecordings of electrocardiograms are made with appro-
priate calibration lines on the recording paper. Either
these calibration lines are already ruled on the paper, as is
the case when a pen recorder is used, or they are recorded
on the paper at the same time that the electrocardiogram
is recorded, which is the case with the photographic types
of electrocardiographs.

As shown in Figure 11-1, the horizontal calibration
lines are arranged so that 10 of the small line divisions
upward or downward in the standard electrocardiogram
represent 1 millivolt, with positivity in the upward direc-
tion and negativity in the downward direction.

The vertical lines on the electrocardiogram are time
calibration lines. A typical electrocardiogram is run at a
paper speed of 25 millimeters per second, although faster
speeds are sometimes used. Therefore, each 25 milli-
meters in the horizontal direction is 1 second, and each
5-millimeter segment, indicated by the dark vertical lines,
represents 0.20 second. The 0.20-second intervals are
then broken into five smaller intervals by thin lines, each
of which represents 0.04 second.

Normal Voltages in the Electrocardiogram. The
recorded voltages of the waves in the normal electro-
cardiogram depend on the manner in which the elec-
trodes are applied to the surface of the body and how
close the electrodes are to the heart. When one electrode
is placed directly over the ventricles and a second elec-
trode is placed elsewhere on the body remote from the
heart, the voltage of the QRS complex may be as great as
3 to 4 millivolts. Even this voltage is small in comparison
with the monophasic action potential of 110 millivolts
recorded directly at the heart muscle membrane. When
electrocardiograms are recorded from electrodes on the
two arms or on one arm and one leg, the voltage of the
QRS complex usually is 1.0 to 1.5 millivolts from the top
of the R wave to the bottom of the S wave; the voltage of
the P wave is between 0.1 and 0.3 millivolts; and that of the
T wave is between 0.2 and 0.3 millivolts.

P-Q or P-R Interval. The time between the beginning
of the P wave and the beginning of the QRS complex is the
interval between the beginning of electrical excitation of
the atria and the beginning of excitation of the ventricles.
This period is called the P-Q interval. The normal P-Q
interval is about 0.16 second. (Often this interval is called
the P-R interval because the Q wave is likely to be absent.)

Q-T Interval. Contraction of the ventricle lasts almost
from the beginning of the Q wave (or R wave, if the Q wave
is absent) to the end of the T wave. This interval is called
the Q-T interval and ordinarily is about 0.35 second.
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Rate of Heartbeat as Determined from the
Electrocardiogram. The rate of heartbeat can be deter-
mined easily from an electrocardiogram because the heart
rate is the reciprocal of the time interval between two suc-
cessive heartbeats. If the interval between two beats as
determined from the time calibration lines is 1 second,
the heart rate is 60 beats per minute. The normal interval
between two successive QRS complexes in the adult per-
son is about 0.83 second. This is a heart rate of 60/0.83
times per minute, or 72 beats per minute.

Methods for Recording Electrocardiograms

Sometimes the electrical currents generated by the car-
diac muscle during each beat of the heart change electri-
cal potentials and polarities on the respective sides of the
heart in less than 0.01 second. Therefore, it is essential that
any apparatus for recording electrocardiograms be capa-
ble of responding rapidly to these changes in potentials.

Recorders for Electrocardiographs

Many modern clinical electrocardiographs use com-
puter-based systems and electronic display, whereas
others use a direct pen recorder that writes the elec-
trocardiogram with a pen directly on a moving sheet of
paper. Sometimes the pen is a thin tube connected at one
end to an inkwell, and its recording end is connected to
a powerful electromagnet system that is capable of mov-
ing the pen back and forth at high speed. As the paper
moves forward, the pen records the electrocardiogram.
The movement of the pen is controlled by appropriate
electronic amplifiers connected to electrocardiographic
electrodes on the patient.

Other pen recording systems use special paper that
does not require ink in the recording stylus. One such
paper turns black when it is exposed to heat; the sty-
lus itself is made very hot by electrical current flowing
through its tip. Another type turns black when electrical
current flows from the tip of the stylus through the paper
to an electrode at its back. This leaves a black line on the
paper where the stylus touches.

Flow of Current Around the Heart during
the Cardiac Cycle

Recording Electrical Potentials from a Partially
Depolarized Mass of Syncytial Cardiac Muscle

Figure 11-4 shows a syncytial mass of cardiac muscle that
has been stimulated at its centralmost point. Before stim-
ulation, all the exteriors of the muscle cells had been posi-
tive and the interiors negative. For reasons presented in
Chapter 5 in the discussion of membrane potentials, as
soon as an area of cardiac syncytium becomes depolar-
ized, negative charges leak to the outsides of the depo-
larized muscle fibers, making this part of the surface

123

Il LINN




Unitlll  The Heart

e
+++++ 4 4 — —+++++++

bt T
Frh

Figure 11-4 Instantaneous potentials develop on the surface of a
cardiac muscle mass that has been depolarized in its center.

electronegative, as represented by the negative signs in
Figure 11-4. The remaining surface of the heart, which
is still polarized, is represented by the positive signs.
Therefore, a meter connected with its negative terminal
on the area of depolarization and its positive terminal on
one of the still-polarized areas, as shown to the right in
the figure, records positively.

Two other electrode placements and meter readings
are also demonstrated in Figure 11-4. These should be
studied carefully, and the reader should be able to explain
the causes of the respective meter readings. Because the
depolarization spreads in all directions through the heart,
the potential differences shown in the figure persist for
only a few thousandths of a second, and the actual volt-
age measurements can be accomplished only with a high-
speed recording apparatus.

Flow of Electrical Currents in the Chest Around
the Heart

Figure 11-5 shows the ventricular muscle lying within the
chest. Even the lungs, although mostly filled with air, con-
duct electricity to a surprising extent, and fluids in other
tissues surrounding the heart conduct electricity even
more easily. Therefore, the heart is actually suspended in
a conductive medium. When one portion of the ventricles
depolarizes and therefore becomes electronegative with
respect to the remainder, electrical current flows from the
depolarized area to the polarized area in large circuitous
routes, as noted in the figure.

It should be recalled from the discussion of the
Purkinje system in Chapter 10 that the cardiac impulse
first arrives in the ventricles in the septum and shortly
thereafter spreads to the inside surfaces of the remainder
of the ventricles, as shown by the red areas and the nega-
tive signs in Figure 11-5. This provides electronegativity
on the insides of the ventricles and electropositivity on
the outer walls of the ventricles, with electrical current
flowing through the fluids surrounding the ventricles
along elliptical paths, as demonstrated by the curving
arrows in the figure. If one algebraically averages all the
lines of current flow (the elliptical lines), one finds that the
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Figure 11-5 Flow of current in the chest around partially depolar-
ized ventricles.

average current flow occurs with negativity toward the
base of the heart and with positivity toward the apex.

During most of the remainder of the depolarization
process, current also continues to flow in this same direc-
tion, while depolarization spreads from the endocardial
surface outward through the ventricular muscle mass.
Then, immediately before depolarization has completed
its course through the ventricles, the average direction of
current flow reverses for about 0.01 second, flowing from
the ventricular apex toward the base, because the last part
of the heart to become depolarized is the outer walls of
the ventricles near the base of the heart.

Thus, in normal heart ventricles, current flows
from negative to positive primarily in the direction
from the base of the heart toward the apex during
almost the entire cycle of depolarization, except at the
very end. And if a meter is connected to electrodes
on the surface of the body as shown in Figure 11-5,
the electrode nearer the base will be negative, whereas
the electrode nearer the apex will be positive, and the
recording meter will show positive recording in the
electrocardiogram.

Electrocardiographic Leads

Three Bipolar Limb Leads

Figure 11-6 shows electrical connections between the
patient’s limbs and the electrocardiograph for recording
electrocardiograms from the so-called standard bipolar
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Figure 11-6 Conventional arrangement of electrodes for record-
ing the standard electrocardiographic leads. Einthoven's triangle is
superimposed on the chest.

limb leads. The term “bipolar” means that the electrocar-
diogram is recorded from two electrodes located on dif-
ferent sides of the heart—in this case, on the limbs. Thus,
a “lead” is not a single wire connecting from the body but
a combination of two wires and their electrodes to make a
complete circuit between the body and the electrocardio-
graph. The electrocardiograph in each instance is repre-
sented by an electrical meter in the diagram, although the
actual electrocardiograph is a high-speed recording meter
with a moving paper.

Lead I. In recording limb lead I, the negative terminal
of the electrocardiograph is connected to the right arm
and the positive terminal to the left arm. Therefore, when
the point where the right arm connects to the chest is
electronegative with respect to the point where the left
arm connects, the electrocardiograph records positively,
that is, above the zero voltage line in the electrocardio-
gram. When the opposite is true, the electrocardiograph
records below the line.

Lead Il. To record limb lead II, the negative terminal
of the electrocardiograph is connected to the right arm
and the positive terminal to the left leg. Therefore, when
the right arm is negative with respect to the left leg, the
electrocardiograph records positively.

Chapter 11 The Normal Electrocardiogram

Lead lll. To record limb lead III, the negative terminal
of the electrocardiograph is connected to the left arm and
the positive terminal to the left leg. This means that the
electrocardiograph records positively when the left arm is
negative with respect to the left leg.

Einthoven's Triangle. In Figure 11-6, the triangle,
called Einthoven’s triangle, is drawn around the area of
the heart. This illustrates that the two arms and the left
leg form apices of a triangle surrounding the heart. The
two apices at the upper part of the triangle represent the
points at which the two arms connect electrically with the
fluids around the heart, and the lower apex is the point at
which the left leg connects with the fluids.

Einthoven’s Law. Einthoven’slaw states that if the elec-
trical potentials of any two of the three bipolar limb elec-
trocardiographic leads are known at any given instant, the
third one can be determined mathematically by simply
summing the first two. Note, however, that the positive
and negative signs of the different leads must be observed
when making this summation.

For instance, let us assume that momentarily, as noted
in Figure 11-6, the right arm is 0.2 millivolts (negative)
with respect to the average potential in the body, the left
arm is +0.3 millivolts (positive), and the left leg is +1.0
millivolts (positive). Observing the meters in the figure,
one can see that lead I records a positive potential of
+0.5 millivolts because this is the difference between
the -0.2 millivolts on the right arm and the +0.3 mil-
livolts on the left arm. Similarly, lead III records a pos-
itive potential of +0.7 millivolts, and lead II records a
positive potential of +1.2 millivolts because these are the
instantaneous potential differences between the respec-
tive pairs of limbs.

Now, note that the sum of the voltages in leads I and
III equals the voltage in lead II; that is, 0.5 plus 0.7 equals
1.2. Mathematically, this principle, called Einthoven’s law,
holds true at any given instant while the three “standard”
bipolar electrocardiograms are being recorded.

Normal Electrocardiograms Recorded from the Three
Standard Bipolar Limb Leads. Figure 11-7 shows record-
ings of the electrocardiograms in leads I, II, and III. It is
obvious that the electrocardiograms in these three leads
are similar to one another because they all record positive
P waves and positive T waves, and the major portion of the
QRS complex is also positive in each electrocardiogram.

On analysis of the three electrocardiograms, it can be
shown, with careful measurements and proper obser-
vance of polarities, that at any given instant the sum of
the potentials in leads I and III equals the potential in lead
11, thus illustrating the validity of Einthoven’s law.

Because the recordings from all the bipolar limb leads
are similar to one another, it does not matter greatly which
lead is recorded when one wants to diagnose different
cardiac arrhythmias, because diagnosis of arrhythmias
depends mainly on the time relations between the dif-
ferent waves of the cardiac cycle. But when one wants to
diagnose damage in the ventricular or atrial muscle or in
the Purkinje conducting system, it matters greatly which
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Figure 11-7 Normal electrocardiograms recorded from the three
standard electrocardiographic leads.

leads are recorded, because abnormalities of cardiac mus-
cle contraction or cardiac impulse conduction do change
the patterns of the electrocardiograms markedly in some
leads yet may not affect other leads. Electrocardiographic
interpretation of these two types of conditions—cardiac
myopathies and cardiac arrhythmias—is discussed sepa-
rately in Chapters 12 and 13.

Chest Leads (Precordial Leads)

Often electrocardiograms are recorded with one elec-
trode placed on the anterior surface of the chest directly
over the heart at one of the points shown in Figure 11-8.
This electrode is connected to the positive terminal of the
electrocardiograph, and the negative electrode, called the
indifferent electrode, is connected through equal electri-
cal resistances to the right arm, left arm, and left leg all
at the same time, as also shown in the figure. Usually six
standard chest leads are recorded, one at a time, from
the anterior chest wall, the chest electrode being placed
sequentially at the six points shown in the diagram. The
different recordings are known as leads V1, V2, V3, V4,
V5, and V6.

Figure 11-9 illustrates the electrocardiograms of the
healthy heart as recorded from these six standard chest
leads. Because the heart surfaces are close to the chest
wall, each chest lead records mainly the electrical poten-
tial of the cardiac musculature immediately beneath the
electrode. Therefore, relatively minute abnormalities
in the ventricles, particularly in the anterior ventricular
wall, can cause marked changes in the electrocardiograms
recorded from individual chest leads.

In leads V1 and V2, the QRS recordings of the nor-
mal heart are mainly negative because, as shown in Figure
11-8, the chest electrode in these leads is nearer to the
base of the heart than to the apex, and the base of the
heart is the direction of electronegativity during most of
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Figure 11-8 Connections of the body with the electrocardiograph
for recording chest leads. LA, left arm; RA, right arm.

the ventricular depolarization process. Conversely, the
QRS complexes in leads V4, V5, and V6 are mainly posi-
tive because the chest electrode in these leads is nearer
the heart apex, which is the direction of electropositivity
during most of depolarization.

Augmented Unipolar Limb Leads

Another system of leads in wide use is the augmented uni-
polar limb lead. In this type of recording, two of the limbs
are connected through electrical resistances to the nega-
tive terminal of the electrocardiograph, and the third limb
is connected to the positive terminal. When the positive
terminal is on the right arm, the lead is known as the aVR
lead; when on the left arm, the aVL lead; and when on the
left leg, the aVF lead.
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Figure 11-9 Normal electrocardiograms recorded from the six
standard chest leads.



aVR aVvL aVF

Figure 11-10 Normal electrocardiograms recorded from the
three augmented unipolar limb leads.

Chapter 11 The Normal Electrocardiogram

Normal recordings of the augmented unipolar limb
leads are shown in Figure 11-10. They are all similar to the
standard limb lead recordings, except that the recording
from the aVR lead is inverted. (Why does this inversion
occur? Study the polarity connections to the electrocar-
diograph to determine this.)

Bibliography
See bibliography for Chapter 13.
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CHAPTER 12

Electrocardiographic Interpretation
of Cardiac Muscle and Coronary Blood Flow
Abnormalities: Vectorial Analysis

From the discussion in
Chapter 10 of impulse trans-
mission through the heart,
it is obvious that any change
in the pattern of this trans-
mission can cause abnor-
mal electrical potentials
around the heart and, consequently, alter the shapes of the
waves in the electrocardiogram. For this reason, most seri-
ous abnormalities of the heart muscle can be diagnosed
by analyzing the contours of the waves in the different
electrocardiographic leads.

Principles of Vectorial Analysis
of Electrocardiograms

Use of Vectors to Represent Electrical Potentials

Before it is possible to understand how cardiac abnor-
malities affect the contours of the electrocardiogram, one
must first become thoroughly familiar with the concept
of vectors and vectorial analysis as applied to electrical
potentials in and around the heart.

Several times in Chapter 11 it was pointed out that
heart current flows in a particular direction in the heart
at a given instant during the cardiac cycle. A vector is an
arrow that points in the direction of the electrical potential
generated by the current flow, with the arrowhead in the
positive direction. Also, by convention, the length of the
arrow is drawn proportional to the voltage of the potential.

“Resultant” Vector in the Heart at Any Given Instant.
Figure 12-1 shows, by the shaded area and the negative
signs, depolarization of the ventricular septum and parts
of the apical endocardial walls of the two ventricles. At this
instant of heart excitation, electrical current flows between
the depolarized areas inside the heart and the nondepolar-
ized areas on the outside of the heart, as indicated by the
long elliptical arrows. Some current also flows inside the
heart chambers directly from the depolarized areas toward
the still polarized areas. Overall, considerably more current
flows downward from the base of the ventricles toward the
apex than in the upward direction. Therefore, the summated
vector of the generated potential at this particular instant,

called the instantaneous mean vector, is represented by the
long black arrow drawn through the center of the ventri-
cles in a direction from base toward apex. Furthermore,
because the summated current is considerable in quantity,
the potential is large and the vector is long.

Direction of a Vector Is Denoted in Terms
of Degrees

When a vector is exactly horizontal and directed toward
the person’s left side, the vector is said to extend in the
direction of 0 degrees, as shown in Figure 12-2. From this
zero reference point, the scale of vectors rotates clock-
wise: when the vector extends from above and straight
downward, it has a direction of +90 degrees; when it
extends from the person’s left to right, it has a direction of
+180 degrees; and when it extends straight upward, it has
a direction of —90 (or +270) degrees.

In a normal heart, the average direction of the vector
during spread of the depolarization wave through the ven-
tricles, called the mean QRS vector, is about +59 degrees,
which is shown by vector A drawn through the center
of Figure 12-2 in the +59-degree direction. This means
that during most of the depolarization wave, the apex of
the heart remains positive with respect to the base of the
heart, as discussed later in the chapter.

Figure 12-1 Mean vector through the partially depolarized ventricles.
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Figure 12-2 Vectors drawn to represent potentials for several dif-
ferent hearts, and the “axis” of the potential (expressed in degrees)
for each heart.

Axis for Each Standard Bipolar Lead and Each
Unipolar Limb Lead

In Chapter 11, the three standard bipolar and the three
unipolar limb leads are described. Each lead is actually a
pair of electrodes connected to the body on opposite sides
of the heart, and the direction from negative electrode to
positive electrode is called the “axis” of the lead. Lead I is
recorded from two electrodes placed respectively on the
two arms. Because the electrodes lie exactly in the hori-
zontal direction, with the positive electrode to the left, the
axis of lead I is O degrees.

In recording lead II, electrodes are placed on the right
arm and left leg. The right arm connects to the torso in
the upper right-hand corner and the left leg connects in
the lower left-hand corner. Therefore, the direction of this
lead is about +60 degrees.

By similar analysis, it can be seen that lead III has an
axis of about +120 degrees; lead aVR, +210 degrees; aVF,
+90 degrees; and aVL -30 degrees. The directions of the
axes of all these leads are shown in Figure 12-3, which is

- aVvF -

Figure 12-3 Axes of the three bipolar and three unipolar leads.
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known as the hexagonal reference system. The polarities
of the electrodes are shown by the plus and minus signs
in the figure. The reader must learn these axes and their
polarities, particularly for the bipolar limb leads I, II, and
1, to understand the remainder of this chapter.

Vectorial Analysis of Potentials Recorded
in Different Leads

Now that we have discussed, first, the conventions for
representing potentials across the heart by means of vec-
tors and, second, the axes of the leads, it is possible to
use these together to determine the instantaneous poten-
tial that will be recorded in the electrocardiogram of each
lead for a given vector in the heart, as follows.

Figure 12-4 shows a partially depolarized heart; vector
A represents the instantaneous mean direction of current
flow in the ventricles. In this instance, the direction of the
vector is +55 degrees, and the voltage of the potential,
represented by the length of vector 4, is 2mv. In the dia-
gram below the heart, vector A is shown again, and a line
is drawn to represent the axis of lead I in the 0-degree
direction. To determine how much of the voltage in vector
A will be recorded in lead [, a line perpendicular to the axis
of lead I is drawn from the tip of vector A to the lead I axis,
and a so-called projected vector (B) is drawn along the lead
Laxis. The arrow of this projected vector points toward the
positive end of the lead I axis, which means that the record
momentarily being recorded in the electrocardiogram of
lead I is positive. And the instantaneous recorded voltage
will be equal to the length of B divided by the length of
A times 2 millivolts, or about 1 millivolt.

Figure 12-5 shows another example of vectorial anal-
ysis. In this example, vector A represents the electrical
potential and its axis at a given instant during ventricu-
lar depolarization in a heart in which the left side of the
heart depolarizes more rapidly than the right. In this
instance, the instantaneous vector has a direction of 100
degrees, and its voltage is again 2 millivolts. To determine
the potential actually recorded in lead I, we draw a per-
pendicular line from the tip of vector A to the lead I axis
and find projected vector B. Vector B is very short and
this time in the negative direction, indicating that at this
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Figure 12-4 Determination of a projected vector B along the axis
of lead | when vector A represents the instantaneous potential in
the ventricles.
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Figure 12-5 Determination of the projected vector B along the
axis of lead | when vector A represents the instantaneous poten-
tial in the ventricles.

particular instant, the recording in lead I will be negative
(below the zero line in the electrocardiogram), and the
voltage recorded will be slight, about —0.3 millivolts. This
figure demonstrates that when the vector in the heart is in
a direction almost perpendicular to the axis of the lead,
the voltage recorded in the electrocardiogram of this lead
is very low. Conversely, when the heart vector has almost
exactly the same axis as the lead axis, essentially the entire
voltage of the vector will be recorded.

Vectorial Analysis of Potentials in the Three Standard
Bipolar Limb Leads. In Figure 12-6, vector A depicts the
instantaneous electrical potential of a partially depolarized
heart. To determine the potential recorded at this instant
in the electrocardiogram for each one of the three stan-
dard bipolar limb leads, perpendicular lines (the dashed
lines) are drawn from the tip of vector A to the three lines
representing the axes of the three different standard leads,
as shown in the figure. The projected vector B depicts
the potential recorded at that instant in lead I, projected
vector C depicts the potential in lead II, and projected vec-
tor D depicts the potential in lead III. In each of these,
the record in the electrocardiogram is positive—that is,

Figure 12-6 Determination of projected vectors in leads |, Il, and
Il when vector A represents the instantaneous potential in the
ventricles.

above the zero line—because the projected vectors point
in the positive directions along the axes of all the leads.
The potential in lead I (vector B) is about one-half that of
the actual potential in the heart (vector A); in lead II (vec-
tor C), it is almost equal to that in the heart; and in lead III
(vector D), it is about one-third that in the heart.

An identical analysis can be used to determine poten-
tials recorded in augmented limb leads, except that the
respective axes of the augmented leads (see Figure 12-3)
are used in place of the standard bipolar limb lead axes
used for Figure 12-6.

Vectorial Analysis of the Normal
Electrocardiogram

Vectors That Occur at Successive Intervals
during Depolarization of the Ventricles—
the QRS Complex

When the cardiac impulse enters the ventricles through
the atrioventricular bundle, the first part of the ventri-
cles to become depolarized is the left endocardial surface
of the septum. Then depolarization spreads rapidly to
involve both endocardial surfaces of the septum, as dem-
onstrated by the darker shaded portion of the ventricle
in Figure 12-7A. Next, depolarization spreads along the
endocardial surfaces of the remainder of the two ventri-
cles, as shown in Figure 12-7B and C. Finally, it spreads
through the ventricular muscle to the outside of the heart,
as shown progressively in Figure 12-7C, D, and E.

At each stage in Figure 12-7, parts A to E, the instan-
taneous mean electrical potential of the ventricles is rep-
resented by a red vector superimposed on the ventricle
in each figure. Each of these vectors is then analyzed by
the method described in the preceding section to deter-
mine the voltages that will be recorded at each instant in
each of the three standard electrocardiographic leads. To
the right in each figure is shown progressive development
of the electrocardiographic QRS complex. Keep in mind
that a positive vector in a lead will cause recording in the
electrocardiogram above the zero line, whereas a negative
vector will cause recording below the zero line.

Before proceeding with further consideration of vec-
torial analysis, it is essential that this analysis of the suc-
cessive normal vectors presented in Figure 12-7 be
understood. Each of these analyses should be studied in
detail by the procedure given here. A short summary of
this sequence follows.

In Figure 12-7A, the ventricular muscle has just begun
to be depolarized, representing an instant about 0.01 sec-
ond after the onset of depolarization. At this time, the
vector is short because only a small portion of the ven-
tricles—the septum—is depolarized. Therefore, all elec-
trocardiographic voltages are low, as recorded to the right
of the ventricular muscle for each of the leads. The volt-
age in lead II is greater than the voltages in leads I and
III because the heart vector extends mainly in the same
direction as the axis of lead II.
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Figure 12-7 Shaded areas of the ventricles are depolarized (-); nonshaded areas are still polarized (+). The ventricular vectors and QRS
complexes 0.01 second after onset of ventricular depolarization (A); 0.02 second after onset of depolarization (B); 0.035 second after onset
of depolarization (C); 0.05 second after onset of depolarization (D); and after depolarization of the ventricles is complete, 0.06 second

after onset (E).

In Figure 12-7B, which represents about 0.02 second
after onset of depolarization, the heart vector is long
because much of the ventricular muscle mass has become
depolarized. Therefore, the voltages in all electrocardio-
graphic leads have increased.

In Figure 12-7C, about 0.035 second after onset of
depolarization, the heart vector is becoming shorter and
the recorded electrocardiographic voltages are lower
because the outside of the heart apex is now electronega-
tive, neutralizing much of the positivity on the other epi-
cardial surfaces of the heart. Also, the axis of the vector is
beginning to shift toward the left side of the chest because
the left ventricle is slightly slower to depolarize than the
right. Therefore, the ratio of the voltage in lead I to that in
lead IIT is increasing.

In Figure 12-7D, about 0.05 second after onset of depo-
larization, the heart vector points toward the base of the
left ventricle, and it is short because only a minute portion
of the ventricular muscle is still polarized positive. Because
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of the direction of the vector at this time, the voltages
recorded in leads IT and III are both negative—that is, below
the line—whereas the voltage of lead [ is still positive.

In Figure 12-7E, about 0.06 second after onset of depo-
larization, the entire ventricular muscle mass is depolar-
ized so that no current flows around the heart and no
electrical potential is generated. The vector becomes zero,
and the voltages in all leads become zero.

Thus, the QRS complexes are completed in the three
standard bipolar limb leads.

Sometimes the QRS complex has a slight negative
depression at its beginning in one or more of the leads,
which is not shown in Figure 12-7; this depression is the
Q wave. When it occurs, it is caused by initial depolariza-
tion of the left side of the septum before the right side,
which creates a weak vector from left to right for a fraction
of a second before the usual base-to-apex vector occurs.
The major positive deflection shown in Figure 12-7 is the
R wave, and the final negative deflection is the S wave.
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Electrocardiogram during Repolarization—the
T Wave

After the ventricular muscle has become depolarized,
about 0.15 second later, repolarization begins and pro-
ceeds until complete at about 0.35 second. This repolar-
ization causes the T wave in the electrocardiogram.

Because the septum and endocardial areas of the ven-
tricular muscle depolarize first, it seems logical that these
areas should repolarize first as well. However, this is not
the usual case because the septum and other endocardial
areas have a longer period of contraction than most of
the external surfaces of the heart. Therefore, the greatest
portion of ventricular muscle mass to repolarize first is the
entire outer surface of the ventricles, especially near
the apex of the heart. The endocardial areas, conversely,
normally repolarize last. This sequence of repolariza-
tion is postulated to be caused by the high blood pressure
inside the ventricles during contraction, which greatly
reduces coronary blood flow to the endocardium, thereby
slowing repolarization in the endocardial areas.

Because the outer apical surfaces of the ventricles repo-
larize before the inner surfaces, the positive end of the
overall ventricular vector during repolarization is toward
the apex of the heart. As a result, the normal T wave in all
three bipolar limb leads is positive, which is also the polar-
ity of most of the normal QRS complex.

In Figure 12-8, five stages of repolarization of the ven-
tricles are denoted by progressive increase of the light tan
areas—the repolarized areas. At each stage, the vector
extends from the base of the heart toward the apex until it
disappears in the last stage. At first, the vector is relatively
small because the area of repolarization is small. Later,
the vector becomes stronger because of greater degrees of
repolarization. Finally, the vector becomes weaker again
because the areas of depolarization still persisting become
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Figure 12-8 Generation of the T wave during repolarization of the
ventricles, showing also vectorial analysis of the first stage of repo-
larization. The total time from the beginning of the T wave to its
end is approximately 0.15 second.

so slight that the total quantity of current flow decreases.
These changes also demonstrate that the vector is great-
est when about half the heart is in the polarized state and
about half is depolarized.

The changes in the electrocardiograms of the three
standard limb leads during repolarization are noted under
each of the ventricles, depicting the progressive stages of
repolarization. Thus, over about 0.15 second, the period
of time required for the whole process to take place, the T
wave of the electrocardiogram is generated.

Depolarization of the Atria—the P Wave

Depolarization of the atria begins in the sinus node and
spreads in all directions over the atria. Therefore, the point
of original electronegativity in the atria is about at the point
of entry of the superior vena cava where the sinus node
lies, and the direction of initial depolarization is denoted
by the black vector in Figure 12-9. Furthermore, the vector
remains generally in this direction throughout the process
of normal atrial depolarization. Because this direction is
generally in the positive directions of the axes of the three
standard bipolar limb leads I, II, and I1I, the electrocardio-
grams recorded from the atria during depolarization are
also usually positive in all three of these leads, as shown in
Figure 12-9. This record of atrial depolarization is known
as the atrial P wave.

Repolarization of the Atria—the Atrial T Wave. Spread
of depolarization through the atrial muscle is much slower
than in the ventricles because the atria have no Purkinje
system for fast conduction of the depolarization sig-
nal. Therefore, the musculature around the sinus node
becomes depolarized a long time before the muscula-
ture in distal parts of the atria. Because of this, the area
in the atria that also becomes repolarized first is the sinus
nodal region, the area that had originally become depo-
larized first. Thus, when repolarization begins, the region
around the sinus node becomes positive with respect to
the rest of the atria. Therefore, the atrial repolarization
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Figure 12-9 Depolarization of the atria and generation of the
P wave, showing the maximum vector through the atria and

the resultant vectors in the three standard leads. At the right are
the atrial P and T waves. SA, sinoatrial node.
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vector is backward to the vector of depolarization. (Note
that this is opposite to the effect that occurs in the
ventricles.) Therefore, as shown to the right in Figure
12-9, the so-called atrial T wave follows about 0.15 second
after the atrial P wave, but this T wave is on the opposite
side of the zero reference line from the P wave; that is, it
is normally negative rather than positive in the three stan-
dard bipolar limb leads.

In the normal electrocardiogram, the atrial T wave
appears at about the same time that the QRS complex
of the ventricles appears. Therefore, it is almost always
totally obscured by the large ventricular QRS complex,
although in some very abnormal states, it does appear in
the recorded electrocardiogram.

Vectorcardiogram

It has been noted in the discussion up to this point that
the vector of current flow through the heart changes rap-
idly as the impulse spreads through the myocardium. It
changes in two aspects: First, the vector increases and
decreases in length because of increasing and decreasing
voltage of the vector. Second, the vector changes direction
because of changes in the average direction of the electri-
cal potential from the heart. The so-called vectorcardio-
gram depicts these changes at different times during the
cardiac cycle, as shown in Figure 12-10.

In the large vectorcardiogram of Figure 12-10, point 5
is the zero reference point, and this point is the negative
end of all the successive vectors. While the heart muscle is
polarized between heartbeats, the positive end of the vec-
tor remains at the zero point because there is no vectorial
electrical potential. However, as soon as current begins to
flow through the ventricles at the beginning of ventricular
depolarization, the positive end of the vector leaves the
zero reference point.

When the septum first becomes depolarized, the vec-
tor extends downward toward the apex of the ventricles,
but it is relatively weak, thus generating the first portion
of the ventricular vectorcardiogram, as shown by the pos-
itive end of vector 1. As more of the ventricular muscle
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Figure 12-10 QRS and T vectorcardiograms.

134

becomes depolarized, the vector becomes stronger and
stronger, usually swinging slightly to one side. Thus, vec-
tor 2 of Figure 12-10 represents the state of depolariza-
tion of the ventricles about 0.02 second after vector 1.
After another 0.02 second, vector 3 represents the poten-
tial, and vector 4 occurs in another 0.01 second. Finally,
the ventricles become totally depolarized, and the vector
becomes zero once again, as shown at point 5.

The elliptical figure generated by the positive ends
of the vectors is called the QRS vectorcardiogram.
Vectorcardiograms can be recorded on an oscilloscope
by connecting body surface electrodes from the neck
and lower abdomen to the vertical plates of the oscillo-
scope and connecting chest surface electrodes from each
side of the heart to the horizontal plates. When the vec-
tor changes, the spot of light on the oscilloscope follows
the course of the positive end of the changing vector,
thus inscribing the vectorcardiogram on the oscilloscopic
screen.

Mean Electrical Axis of the Ventricular
QRS—and lIts Significance

The vectorcardiogram during ventricular depolarization
(the QRS vectorcardiogram) shown in Figure 12-10 is that
of a normal heart. Note from this vectorcardiogram that
the preponderant direction of the vectors of the ventri-
cles during depolarization is mainly toward the apex of
the heart. That is, during most of the cycle of ventricu-
lar depolarization, the direction of the electrical poten-
tial (negative to positive) is from the base of the ventricles
toward the apex. This preponderant direction of the
potential during depolarization is called the mean elec-
trical axis of the ventricles. The mean electrical axis of
the normal ventricles is 59 degrees. In many pathological
conditions of the heart, this direction changes markedly,
sometimes even to opposite poles of the heart.

Determining the Electrical Axis from Standard
Lead Electrocardiograms

Clinically, the electrical axis of the heart is usually esti-
mated from the standard bipolar limb lead electrocar-
diograms rather than from the vectorcardiogram. Figure
12-11 shows a method for doing this. After recording
the standard leads, one determines the net potential and
polarity of the recordings in leads I and III. In lead I of
Figure 12-11, the recording is positive, and in lead III, the
recording is mainly positive but negative during part of
the cycle. If any part of a recording is negative, this neg-
ative potential is subtracted from the positive part of the
potential to determine the net potential for that lead, as
shown by the arrow to the right of the QRS complex for
lead III. Then each net potential for leads I and III is plot-
ted on the axes of the respective leads, with the base of the
potential at the point of intersection of the axes, as shown
in Figure 12-11.
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Figure 12-11 Plotting the mean electrical axis of the ventricles
from two electrocardiographic leads (leads | and I11).

If the net potential of lead I is positive, it is plotted
in a positive direction along the line depicting lead I
Conversely, if this potential is negative, it is plotted in a
negative direction. Also, for lead III, the net potential is
placed with its base at the point of intersection, and, if
positive, it is plotted in the positive direction along the
line depicting lead III. If it is negative, it is plotted in the
negative direction.

To determine the vector of the total QRS ventricular
mean electrical potential, one draws perpendicular lines
(the dashed lines in the figure) from the apices of leads
I and III, respectively. The point of intersection of these
two perpendicular lines represents, by vectorial analysis,
the apex of the mean QRS vector in the ventricles, and the
point of intersection of the lead I and lead III axes rep-
resents the negative end of the mean vector. Therefore,
the mean QRS vector is drawn between these two points.
The approximate average potential generated by the ven-
tricles during depolarization is represented by the length
of this mean QRS vector, and the mean electrical axis is
represented by the direction of the mean vector. Thus,
the orientation of the mean electrical axis of the normal
ventricles, as determined in Figure 12-11, is 59 degrees
positive (+59 degrees).

Abnormal Ventricular Conditions That Cause
Axis Deviation

Although the mean electrical axis of the ventricles aver-
ages about 59 degrees, this axis can swing even in the nor-
mal heart from about 20 degrees to about 100 degrees.
The causes of the normal variations are mainly anatomi-
cal differences in the Purkinje distribution system or in the
musculature itself of different hearts. However, a number
of abnormal conditions of the heart can cause axis devia-
tion beyond the normal limits, as follows.

Change in the Position of the Heart in the Chest. If
the heart itself is angulated to the left, the mean electri-
cal axis of the heart also shifts to the left. Such shift occurs
(1) at the end of deep expiration, (2) when a person
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lies down, because the abdominal contents press upward
against the diaphragm, and (3) quite frequently in obese
people whose diaphragms normally press upward
against the heart all the time due to increased visceral
adiposity.

Likewise, angulation of the heart to the right causes the
mean electrical axis of the ventricles to shift to the right.
This occurs (1) at the end of deep inspiration, (2) when a
person stands up, and (3) normally in tall, lanky people
whose hearts hang downward.

Hypertrophy of One Ventricle. When one ventricle
greatly hypertrophies, the axis of the heart shifts toward the
hypertrophied ventricle for two reasons. First, a far greater
quantity of muscle exists on the hypertrophied side of the
heart than on the other side, and this allows generation of
greater electrical potential on that side. Second, more time
is required for the depolarization wave to travel through
the hypertrophied ventricle than through the normal
ventricle. Consequently, the normal ventricle becomes
depolarized considerably in advance of the hypertrophied
ventricle, and this causes a strong vector from the normal
side of the heart toward the hypertrophied side, which
remains strongly positively charged. Thus, the axis devi-
ates toward the hypertrophied ventricle.

Vectorial Analysis of Left Axis Deviation Resulting
from Hypertrophy of the Left Ventricle. Figure 12-12
shows the three standard bipolar limb lead electro-
cardiograms. Vectorial analysis demonstrates left axis
deviation with mean electrical axis pointing in the
-15-degree direction. This is a typical electrocardio-
gram caused by increased muscle mass of the left ven-
tricle. In this instance, the axis deviation was caused
by hypertension (high arterial blood pressure), which
caused the left ventricle to hypertrophy so that it could
pump blood against elevated systemic arterial pressure.
A similar picture of left axis deviation occurs when the
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Figure 12-12 Left axis deviation in a hypertensive heart (hyper-
trophic left ventricle). Note the slightly prolonged QRS complex
as well.
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left ventricle hypertrophies as a result of aortic valvular
stenosis, aortic valvular regurgitation, or any number
of congenital heart conditions in which the left ventri-
cle enlarges while the right ventricle remains relatively
normal in size.

Vectorial Analysis of Right Axis Deviation Resulting
from Hypertrophy of the Right Ventricle. The elec-
trocardiogram of Figure 12-13 shows intense right axis
deviation, to an electrical axis of 170 degrees, which is
111 degrees to the right of the normal 59-degree mean
ventricular QRS axis. The right axis deviation demon-
strated in this figure was caused by hypertrophy of the
right ventricle as a result of congenital pulmonary valve
stenosis. Right axis deviation also can occur in other con-
genital heart conditions that cause hypertrophy of the right
ventricle, such as tetralogy of Fallot and interventricular
septal defect.

Bundle Branch Block Causes Axis Deviation. Ordinarily,
the lateral walls of the two ventricles depolarize at almost
the same instant because both the left and the right bun-
dle branches of the Purkinje system transmit the cardiac
impulse to the two ventricular walls at almost the same
instant. As a result, the potentials generated by the two
ventricles (on the two opposite sides of the heart) almost
neutralize each other. But if only one of the major bundle
branches is blocked, the cardiac impulse spreads through
the normal ventricle long before it spreads through the
other. Therefore, depolarization of the two ventricles does
not occur even nearly simultaneously, and the depolariza-
tion potentials do not neutralize each other. As a result,
axis deviation occurs as follows.
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Figure 12-13 High-voltage electrocardiogram in congenital pul-
monary valve stenosis with right ventricular hypertrophy. Intense
right axis deviation and a slightly prolonged QRS complex also are
seen.
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Vectorial Analysis of Left Axis Deviation in Left Bundle
Branch Block. When the left bundle branch is blocked,
cardiac depolarization spreads through the right ventricle
two to three times as rapidly as through the left ventricle.
Consequently, much of the left ventricle remains polarized
for aslongas 0.1 second after the right ventricle has become
totally depolarized. Thus, the right ventricle becomes elec-
tronegative, whereas the left ventricle remains electroposi-
tive during most of the depolarization process, and a strong
vector projects from the right ventricle toward the left ven-
tricle. In other words, there is intense left axis deviation of
about -50 degrees because the positive end of the vector
points toward the left ventricle. This is demonstrated in
Figure 12-14, which shows typical left axis deviation result-
ing from left bundle branch block.

Because of slowness of impulse conduction when the
Purkinje system is blocked, in addition to axis deviation,
the duration of the QRS complex is greatly prolonged
because of extreme slowness of depolarization in the
affected side of the heart. One can see this by observing
the excessive widths of the QRS waves in Figure 12-14.
This is discussed in greater detail later in the chapter. This
extremely prolonged QRS complex differentiates bundle
branch block from axis deviation caused by hypertrophy.

Vectorial Analysis of Right Axis Deviation in Right
Bundle Branch Block. When the right bundle branch is
blocked, the left ventricle depolarizes far more rapidly
than the right ventricle, so the left side of the ventricles
becomes electronegative as long as 0.1 second before the
right. Therefore, a strong vector develops, with its neg-
ative end toward the left ventricle and its positive end
toward the right ventricle. In other words, intense right
axis deviation occurs. Right axis deviation caused by right
bundle branch block is demonstrated, and its vector is
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Figure 12-14 Left axis deviation caused by left bundle branch
block. Note also the greatly prolonged QRS complex.
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Figure 12-15 Right axis deviation caused by right bundle branch
block. Note also the greatly prolonged QRS complex.

analyzed, in Figure 12-15, which shows an axis of about
105 degrees instead of the normal 59 degrees and a pro-
longed QRS complex because of slow conduction.

Conditions That Cause Abnormal Voltages
of the QRS Complex

Increased Voltage in the Standard Bipolar
Limb Leads

Normally, the voltages in the three standard bipolar limb
leads, as measured from the peak of the R wave to the
bottom of the S wave, vary between 0.5 and 2.0 millivolts,
with lead III usually recording the lowest voltage and lead
11 the highest. However, these relations are not invariable,
even for the normal heart. In general, when the sum of the
voltages of all the QRS complexes of the three standard
leads is greater than 4 millivolts, the patient is considered
to have a high-voltage electrocardiogram.

The cause of high-voltage QRS complexes most often
is increased muscle mass of the heart, which ordinar-
ily results from hypertrophy of the muscle in response to
excessive load on one part of the heart or the other. For
example, the right ventricle hypertrophies when it must
pump blood through a stenotic pulmonary valve, and the
left ventricle hypertrophies when a person has high blood
pressure. The increased quantity of muscle causes gen-
eration of increased quantities of electricity around the
heart. As a result, the electrical potentials recorded in the
electrocardiographic leads are considerably greater than
normal, as shown in Figures 12-12 and 12-13.

Decreased Voltage of the Electrocardiogram

Decreased Voltage Caused by Cardiac Myopathies.
One of the most common causes of decreased voltage of
the QRS complex is a series of old myocardial infarctions
with resultant diminished muscle mass. This also causes
the depolarization wave to move through the ventricles
slowly and prevents major portions of the heart from
becoming massively depolarized all at once. Consequently,
this condition causes some prolongation of the QRS com-
plex along with the decreased voltage. Figure 12-16 shows
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Figure 12-16 Low-voltage electrocardiogram following local
damage throughout the ventricles caused by previous myocardial
infarction.

a typical low-voltage electrocardiogram with prolonga-
tion of the QRS complex, which is common after multiple
small infarctions of the heart have caused local delays of
impulse conduction and reduced voltages due to loss of
muscle mass throughout the ventricles.

Decreased Voltage Caused by Conditions Surround-
ing the Heart. One of the most important causes of
decreased voltage in electrocardiographic leads is fluid
in the pericardium. Because extracellular fluid conducts
electrical currents with great ease, a large portion of the
electricity flowing out of the heart is conducted from one
part of the heart to another through the pericardial fluid.
Thus, this effusion effectively “short-circuits” the electri-
cal potentials generated by the heart, decreasing the elec-
trocardiographic voltages that reach the outside surfaces
of the body. Pleural effusion, to a lesser extent, also can
“short-circuit” the electricity around the heart so that the
voltages at the surface of the body and in the electrocar-
diograms are decreased.

Pulmonary emphysema can decrease the electrocar-
diographic potentials, but for a different reason than
that of pericardial effusion. In pulmonary emphysema,
conduction of electrical current through the lungs is
depressed considerably because of excessive quantity of
air in the lungs. Also, the chest cavity enlarges, and the
lungs tend to envelop the heart to a greater extent than
normally. Therefore, the lungs act as an insulator to pre-
vent spread of electrical voltage from the heart to the
surface of the body, and this results in decreased electro-
cardiographic potentials in the various leads.

Prolonged and Bizarre Patterns of
the QRS Complex

Prolonged QRS Complex as a Result of Cardiac
Hypertrophy or Dilatation

The QRS complexlasts as long as depolarization continues
to spread through the ventricles—that is, as long as part
of the ventricles is depolarized and part is still polarized.
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Therefore, prolonged conduction of the impulse through
the ventricles always causes a prolonged QRS complex.
Such prolongation often occurs when one or both ven-
tricles are hypertrophied or dilated, owing to the longer
pathway that the impulse must then travel. The normal
QRS complex lasts 0.06 to 0.08 second, whereas in hyper-
trophy or dilatation of the left or right ventricle, the QRS
complex may be prolonged to 0.09 to 0.12 second.

Prolonged QRS Complex Resulting from Purkinje
System Blocks

When the Purkinje fibers are blocked, the cardiac impulse
must then be conducted by the ventricular muscle instead
of by way of the Purkinje system. This decreases the
velocity of impulse conduction to about one third of nor-
mal. Therefore, if complete block of one of the bundle
branches occurs, the duration of the QRS complex is usu-
ally increased to 0.14 second or greater.

In general, a QRS complex is considered to be abnor-
mally long when it lasts more than 0.09 second; when it
lasts more than 0.12 second, the prolongation is almost
certainly caused by pathological block somewhere in the
ventricular conduction system, as shown by the electro-
cardiograms for bundle branch block in Figures 12-14
and 12-15.

Conditions That Cause Bizarre QRS Complexes

Bizarre patterns of the QRS complex most frequently are
caused by two conditions: (1) destruction of cardiac mus-
cle in various areas throughout the ventricular system,
with replacement of this muscle by scar tissue, and (2)
multiple small local blocks in the conduction of impulses
at many points in the Purkinje system. As a result, car-
diac impulse conduction becomes irregular, causing rapid
shifts in voltages and axis deviations. This often causes
double or even triple peaks in some of the electrocardio-
graphic leads, such as those shown in Figure 12-14.

Current of Injury

Many different cardiac abnormalities, especially those
that damage the heart muscle itself, often cause part of
the heart to remain partially or totally depolarized all the
time. When this occurs, current flows between the patho-
logically depolarized and the normally polarized areas
even between heartbeats. This is called a current of injury.
Note especially that the injured part of the heart is nega-
tive, because this is the part that is depolarized and emits
negative charges into the surrounding fluids, whereas the
remainder of the heart is neutral or positive polarity.
Some abnormalities that can cause current of injury
are (1) mechanical trauma, which sometimes makes the
membranes remain so permeable that full repolarization
cannot take place; (2) infectious processes that damage
the muscle membranes; and (3) ischemia of local areas of
heart muscle caused by local coronary occlusions, which is
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by far the most common cause of current of injury in the
heart. During ischemia, not enough nutrients from the
coronary blood supply are available to the heart muscle to
maintain normal membrane polarization.

Effect of Current of Injury on the QRS Complex

In Figure 12-17, a small area in the base of the left ventricle
is newly infarcted (loss of coronary blood flow). Therefore,
during the T-P interval—that is, when the normal ventric-
ular muscle is totally polarized—abnormal negative cur-
rent still flows from the infarcted area at the base of the left
ventricle and spreads toward the rest of the ventricles.

The vector of this “current of injury,’ as shown in the
first heart in Figure 12-17, is in a direction of about 125
degrees, with the base of the vector, the negative end, toward
the injured muscle. As shown in the lower portions of the
figure, even before the QRS complex begins, this vector
causes an initial record in lead I below the zero poten-
tial line, because the projected vector of the current of
injury in lead I points toward the negative end of the lead
I axis. In lead II, the record is above the line because the
projected vector points more toward the positive termi-
nal of the lead. In lead III, the projected vector points in
the same direction as the positive terminal of lead III so
that the record is positive. Furthermore, because the vec-
tor lies almost exactly in the direction of the axis of lead
111, the voltage of the current of injury in lead III is much
greater than in either lead I or lead II.

As the heart then proceeds through its normal process
of depolarization, the septum first becomes depolarized;
then the depolarization spreads down to the apex and
back toward the bases of the ventricles. The last portion
of the ventricles to become totally depolarized is the base
of the right ventricle, because the base of the left ventricle
is already totally and permanently depolarized. By vecto-
rial analysis, the successive stages of electrocardiogram
generation by the depolarization wave traveling through
the ventricles can be constructed graphically, as demon-
strated in the lower part of Figure 12-17.

When the heart becomes totally depolarized, at the end
of the depolarization process (as noted by the next-to-last
stage in Figure 12-17), all the ventricular muscle is in a
negative state. Therefore, at this instant in the electrocar-
diogram, no current flows from the ventricles to the elec-
trocardiographic electrodes because now both the injured
heart muscle and the contracting muscle are depolarized.

Next, as repolarization takes place, all of the heart
finally repolarizes, except the area of permanent depolar-
ization in the injured base of the left ventricle. Thus, repo-
larization causes a return of the current of injury in each
lead, as noted at the far right in Figure 12-17.

The ] Point—the Zero Reference Potential for
Analyzing Current of Injury

One might think that the electrocardiograph machines
for recording electrocardiograms could determine when
no current is flowing around the heart. However, many
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Figure 12-17 Effect of a current of injury on the electrocardiogram.

stray currents exist in the body, such as currents result-
ing from “skin potentials” and from differences in ionic
concentrations in different fluids of the body. Therefore,
when two electrodes are connected between the arms or
between an arm and a leg, these stray currents make it
impossible to predetermine the exact zero reference level
in the electrocardiogram.

For these reasons, the following procedure must be
used to determine the zero potential level: First, one notes
the exact point at which the wave of depolarization just
completes its passage through the heart, which occurs at
the end of the QRS complex. At exactly this point, all
parts of the ventricles have become depolarized, includ-
ing both the damaged parts and the normal parts, so no
current is flowing around the heart. Even the current of
injury disappears at this point. Therefore, the potential
of the electrocardiogram at this instant is at zero voltage.
This point is known as the “]” point in the electrocardio-
gram, as shown in Figure 12-18.

Then, for analysis of the electrical axis of the injury
potential caused by a current of injury, a horizontal
line is drawn in the electrocardiogram for each lead
at the level of the J point. This horizontal line is then
the zero potential level in the electrocardiogram from
which all potentials caused by currents of injury must
be measured.

Use of the ] Point in Plotting Axis of Injury Potential.
Figure 12-18 shows electrocardiograms (leads I and III)
from an injured heart. Both records show injury poten-
tials. In other words, the ] point of each of these two
electrocardiograms is not on the same line as the T-P
segment. In the figure, a horizontal line has been drawn
through the J point to represent the zero voltage level in
each of the two recordings. The injury potential in each

lead is the difference between the voltage of the electro-
cardiogram immediately before onset of the P wave and
the zero voltage level determined from the ] point. In lead
I, the recorded voltage of the injury potential is above the
zero potential level and is, therefore, positive. Conversely,
in lead III, the injury potential is below the zero voltage
level and, therefore, is negative.

At the bottom in Figure 12-18, the respective injury
potentials in leads I and III are plotted on the coordi-
nates of these leads, and the resultant vector of the
injury potential for the whole ventricular muscle mass

IO A V{"’\le_/ﬁ .
«J” point

“J” point

+
1l
Figure 12-18 ] point as the zero reference potential of the elec-

trocardiograms for leads | and Ill. Also, the method for plotting the
axis of the injury potential is shown by the lowermost panel.
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is determined by vectorial analysis as described. In this
instance, the resultant vector extends from the right side
of the ventricles toward the left and slightly upward,
with an axis of about —30 degrees. If one places this vec-
tor for the injury potential directly over the ventricles,
the negative end of the vector points toward the perma-
nently depolarized, “injured” area of the ventricles. In the
example shown in Figure 12-18, the injured area would
be in the lateral wall of the right ventricle.

This analysis is obviously complex. However, it is
essential that the student go over it again and again until
he or she understands it thoroughly. No other aspect of
electrocardiographic analysis is more important.

Coronary Ischemia as a Cause of Injury Potential

Insufficient blood flow to the cardiac muscle depresses
the metabolism of the muscle for three reasons: (1) lack
of oxygen, (2) excess accumulation of carbon dioxide, and
(3) lack of sufficient food nutrients. Consequently, repolar-
ization of the muscle membrane cannot occur in areas of
severe myocardial ischemia. Often the heart muscle does
not die because the blood flow is sufficient to maintain life
of the muscle even though it is not sufficient to cause repo-
larization of the membranes. As long as this state exists,
an injury potential continues to flow during the diastolic
portion (the T-P portion) of each heart cycle.

Extreme ischemia of the cardiac muscle occurs after
coronary occlusion, and a strong current of injury flows
from the infarcted area of the ventricles during the T-P
interval between heartbeats, as shown in Figures 12-19
and 12-20. Therefore, one of the most important diag-
nostic features of electrocardiograms recorded after acute
coronary thrombosis is the current of injury.
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Figure 12-19 Current of injury in acute anterior wall infarction.
Note the intense injury potential in lead V..
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Figure 12-20 Injury potential in acute posterior wall, apical
infarction.

Acute Anterior Wall Infarction. Figure 12-19 shows
the electrocardiogram in the three standard bipolar limb
leads and in one chest lead (lead V) recorded from a
patient with acute anterior wall cardiac infarction. The
most important diagnostic feature of this electrocardio-
gram is the intense injury potential in chest lead V,. If one
draws a zero horizontal potential line through the J point
of this electrocardiogram, a strong negative injury poten-
tial during the T-P interval is found, which means that the
chest electrode over the front of the heart is in an area of
strongly negative potential. In other words, the negative
end of the injury potential vector in this heart is against the
anterior chest wall. This means that the current of injury is
emanating from the anterior wall of the ventricles, which
diagnoses this condition as anterior wall infarction.

Analyzing the injury potentials in leads I and III, one
finds a negative potential in lead I and a positive poten-
tial in lead III. This means that the resultant vector of the
injury potential in the heart is about +150 degrees, with
the negative end pointing toward the left ventricle and the
positive end pointing toward the right ventricle. Thus, in
this particular electrocardiogram, the current of injury is
coming mainly from the left ventricle, as well as from the
anterior wall of the heart. Therefore, one would conclude
that this anterior wall infarction almost certainly is caused
by thrombosis of the anterior descending branch of the
left coronary artery.

Posterior Wall Infarction. Figure 12-20 shows the
three standard bipolar limb leads and one chest lead (lead
V,) from a patient with posterior wall infarction. The
major diagnostic feature of this electrocardiogram is also
in the chest lead. If a zero potential reference line is drawn
through the ] point of this lead, it is readily apparent that
during the T-P interval, the potential of the current of
injury is positive. This means that the positive end of the
vector is in the direction of the anterior chest wall, and
the negative end (injured end of the vector) points away
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from the chest wall. In other words, the current of injury is
coming from the back of the heart opposite to the anterior
chest wall, which is the reason this type of electrocardio-
gram is the basis for diagnosing posterior wall infarction.

If one analyzes the injury potentials from leads II and III
of Figure 12-20, it is readily apparent that the injury poten-
tial is negative in both leads. By vectorial analysis, as shown
in the figure, one finds that the resultant vector of the injury
potential is about —95 degrees, with the negative end point-
ing downward and the positive end pointing upward. Thus,
because the infarct, as indicated by the chest lead, is on the
posterior wall of the heart and, as indicated by the injury
potentials in leads II and III, is in the apical portion of the
heart, one would suspect that this infarct is near the apex
on the posterior wall of the left ventricle.

Infarction in Other Parts of the Heart. By the same
procedures demonstrated in the preceding discussions
of anterior and posterior wall infarctions, it is possible
to determine the locus of any infarcted area emitting a
current of injury, regardless of which part of the heart is
involved. In making such vectorial analyses, it must be
remembered that the positive end of the injury potential
vector points toward the normal cardiac muscle, and the
negative end points toward the injured portion of the heart
that is emitting the current of injury.

Recovery from Acute Coronary Thrombosis. Figure
12-21 shows a V, chest lead from a patient with acute pos-
terior wall infarction, demonstrating changes in the elec-
trocardiogram from the day of the attack to 1 week later,
3 weeks later, and finally 1 year later. From this electro-
cardiogram, one can see that the injury potential is strong
immediately after the acute attack (T-P segment displaced
positively from the S-T segment). However, after about
1 week, the injury potential has diminished considerably,
and after 3 weeks, it is gone. After that, the electrocardio-
gram does not change greatly during the next year. This is
the usual recovery pattern after acute myocardial infarc-
tion of moderate degree, showing that the new collat-
eral coronary blood flow develops enough to re-establish
appropriate nutrition to most of the infarcted area.

Conversely, in some patients with myocardial infarc-
tion, the infarcted area never redevelops adequate
coronary blood supply. Often, some of the heart muscle
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Same day 1 week 3 weeks 1 year

Figure 12-21 Recovery of the myocardium after moderate pos-
terior wall infarction, demonstrating disappearance of the injury
potential that is present on the first day after the infarction and
still slightly present at 1 week.

Anterior Posterior
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Figure 12-22 Electrocardiograms of anterior and posterior wall
infarctions that occurred about 1 year previously, showing a Q
wave in lead | in anterior wall infarction and a Q wave in lead lll in
posterior wall infarction.

dies, but if the muscle does not die, it will continue to
show an injury potential as long as the ischemia exists,
particularly during bouts of exercise when the heart is
overloaded.

Old Recovered Myocardial Infarction. Figure 12-22
shows leads I and III after anterior infarction and leads
I and III after posterior infarction about 1 year after the
acute heart attack. The records show what might be called
the “ideal” configurations of the QRS complex in these
types of recovered myocardial infarction. Usually a Q
wave has developed at the beginning of the QRS complex
in lead I in anterior infarction because of loss of muscle
mass in the anterior wall of the left ventricle, but in poste-
rior infarction, a Q wave has developed at the beginning
of the QRS complex in lead III because of loss of muscle
in the posterior apical part of the ventricle.

These configurations are certainly not found in all
cases of old cardiac infarction. Local loss of muscle
and local points of cardiac signal conduction block can
cause very bizarre QRS patterns (especially prominent
Q waves, for instance), decreased voltage, and QRS
prolongation.

Current of Injury in Angina Pectoris. “Angina pec-
toris” means pain from the heart felt in the pectoral
regions of the upper chest. This pain usually also radi-
ates into the left neck area and down the left arm. The
pain is typically caused by moderate ischemia of the
heart. Usually, no pain is felt as long as the person is
quiet, but as soon as he or she overworks the heart, the
pain appears.

An injury potential sometimes appears in the electro-
cardiogram during an attack of severe angina pectoris
because the coronary insufficiency becomes great enough
to prevent adequate repolarization of some areas of the
heart during diastole.

Abnormalities in the T Wave

Earlier in the chapter, it was pointed out that the T wave is
normally positive in all the standard bipolar limb leads and
that this is caused by repolarization of the apex and outer
surfaces of the ventricles ahead of the intraventricular
surfaces. That is, the T wave becomes abnormal when the
normal sequence of repolarization does not occur. Several
factors can change this sequence of repolarization.
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Effect of Slow Conduction of the Depolarization
Wave on the Characteristics of the T Wave

Referring to Figure 12-14, note that the QRS complex is
considerably prolonged. The reason for this prolongation
is delayed conduction in the left ventricle resulting from
left bundle branch block. This causes the left ventricle to
become depolarized about 0.08 second after depolarization
of the right ventricle, which gives a strong mean QRS vec-
tor to the left. However, the refractory periods of the right
and left ventricular muscle masses are not greatly different
from each other. Therefore, the right ventricle begins to
repolarize long before the left ventricle; this causes strong
positivity in the right ventricle and negativity in the left
ventricle at the time that the T wave is developing. In other
words, the mean axis of the T wave is now deviated to the
right, which is opposite the mean electrical axis of the QRS
complex in the same electrocardiogram. Thus, when con-
duction of the depolarization impulse through the ven-
tricles is greatly delayed, the T wave is almost always of
opposite polarity to that of the QRS complex.

Shortened Depolarization in Portions of the
Ventricular Muscle as a Cause of T Wave
Abnormalities

If the base of the ventricles should exhibit an abnor-
mally short period of depolarization, that is, a shortened
action potential, repolarization of the ventricles would
not begin at the apex as it normally does. Instead, the
base of the ventricles would repolarize ahead of the apex,
and the vector of repolarization would point from the
apex toward the base of the heart, opposite to the stan-
dard vector of repolarization. Consequently, the T wave
in all three standard leads would be negative rather than
the usual positive. Thus, the simple fact that the base of
the ventricles has a shortened period of depol